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Introduction 
Microsoft released its new Azure Stack HCI solution with RDMA (Remote Direct Memory 
Access) with Windows Server 2019.  RDMA is advanced technology which can improve the 
storage pool access. Windows Server 2019 can use software-defined storage, which 
Microsoft offers with Storage Spaces Direct. It can use multiple combinations of storage 
disks, such as NVMe™ + SSD, NVMe+HDD or SSD+HDD, whatever is needed to fit into 
each scale. Azure Stack HCI (Microsoft’s hyperconverged infrastructure solution) can use 
RDMA well. Microsoft recommends iWARP protocols if your network is based on a 
traditional TCP/IP base standard. If you are using InfiniBand, please use RoCE v2.  

General Information 
 

Network Structure 

Option 1: Direct Connect 
If you are using just 2 Nodes, please connect it as below. You do not need to ready 
any Network switch for storage access. Direct connection will be enough for you. 
100GB NIC 
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25GB NIC 

 
 
Option 2: Switched Network 
 If you need to use three nodes or more, please ready the storage network switches. 
Micron has used Cisco-Nexus 9336c-FS2 switch, which can speak iWARP protocol to 
enable RDMA. 

 
1. Network port setting 

Please discuss maximum MTU size with your local network team. Cisco announced that 
MTU 9000 bytes will be the standard frame size for a jumbo frame for VXLAN. If you 
would like to use MTU 1500 bytes frame, it works fine also. MTU 9000 will enable better 
access to your storage pool, however.  

2. VLAN 
Please plan to have the below VLAN on the server: 
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1. Service VLAN 
 Your customer will access your VM on Hyper-V or via the volume/file/folder 

on Storage Spaces Direct as file server thought Service LAN. 
2. Storage VLAN 

 This is for a pure storage network. Please discuss this with your network 
team. If you use direct connect with two nodes, you do not need to discuss 
the configuration below with your network team and can configure NIC 
setting by yourself. 
 MTU size (1500 or 9000) 

 
① iWARP or InfiniBand (RoCEv2)  
② port can be 10GB or 25GB or 50GB or 100GB 

3. Management VLAN 
 The Management VLAN is the interface the system administrator uses to 

operate your server. You can use a dedicated 1 GB port or the Service VLAN 
for management on a SET switch. Please configure a SET switch for 
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management also if you do not have network port for management on 
server.

 
4. Console VLAN 

 Console VLAN will be used for iLO. HPE iLO will bring remote console for 
you. 

3. Network cable 
Please find out correct network cabling with your network team. You need to investigate 
the network card (NIC) spec closely. I have used “25GbE SFP28 SR LC” + “LC-LC OM3 
fiber cable” to support a 25GB network. However, you can use other choices as below. 
 Optical Transceivers 40GbE QSFP+ with fiber cable 
 Optical Transceivers 50GbE QSFP28 with fiber cable 
 Optical Transceivers 100GbE QSFP28 with fiber cable 
 Direct attach copper (DAC) [copper cables] 
 Active optical cables (AOC) – Transceivers with integrated fibers 
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4. Network card on Server. 
A single NVMe SSD will consume 25GbE bandwidth. If you plan to have 4 x NVMe 
SSDs, please plan to have 4 x 25G ports. If you try to use 100GbE, please make sure of 
your NIC spec and motherboard. 100GbE will require a PCIe gen 4 bus. Please review 
below points. A PCIe Gen 3 bus will reach the limits of the hardware. 
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Hardware Information  
1. Please refer to the below server hardware configuration. 

Micron has used Cascade Lake with HPE DL380 Gen 10. 
 

 
 
2. If you are not familiar with your hardware configuration, please find a good one from the 

Microsoft catalog. These servers come tested by Microsoft and the server hardware 
vender. You just need to consider which network card to fit into your environment, and 
the most compatible disk size. 
 
https://azure.microsoft.com/en-us/products/azure-stack/hci/catalog/ 
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3. Server sizing for Azure stack HCI 
How many servers do you need for Azure Stack HCI? It’s better to have good example. 
Here is one scenario to consider:  

 
Scenario: you need to install a virtual desktop infrastructure (VDI) solution for your 

company to improve the user experience for remote workers. 
 
Your company uses the following standard Linux hardware. 

 
You would like to replace 400 Linux clients with a VDI solution, so you might 
choose these servers: 
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A new VM client will need four CPUs at least. 

 
Please refer to the calculator below to calculate how many nodes do you need.  

 
When you follow it, the result will be… 
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Memory: It appeared to require six servers. But Microsoft’s Hyper-V hypervisor can use 
memory resources efficiently. so you need only four or five nodes in this scenario. 

 
Storage: You need three nodes at least. 

 
Four nodes should be good. But five nodes will be better to allow extra maintenance 
memory for the system administrator. So, you will not have only one node at that time – 
three nodes will be available during the maintenance. Five nodes will be best for stable 
operation. 

4. How to choose the CPU 
a. The following link has benchmark data about CPU. 

i. http://spec.org/ 
b. Please follow the step below. 

http://spec.org/
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This suggested benchmark option was defined in 2017, but you select aother one. 

c. Please input your server hardware name. 

 
d. The Hypervisor may require good performance from multiple cores. 



 

NVMe SSD Best Practices on Microsoft Azure Stack HCI  13  

 

 
e. Following are details of the 2017 testing option. 

 
f. If you need help determining the correct one, please ask your HPE support 

contacts. 
5. How to choose the memory spec 

a. Please refer to the link below which has detailed memory information. 
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i. https://assets.ext.hpe.com/is/content/hpedam/a00019564jpn 
ii. https://support.hpe.com/hpesc/public/docDisplay?docId=a00019682en_

us&docLocale=en_US 

 
b. If you want large capacity, I recommend LRDIMM. If not, RDIMM should be OK 

also. And please choose memory with a high data rate specification.  
6. How to choose the disk 

a. Please refer to the information below. You will be able to make some choices 
about your disk.  

 

b. The following SSD selector tool may help: 
i. https://ssd.hpe.com/recommendation 

c. Microsoft recommends write-intensive SSDs for your cache tier. You can use 
read-intensive or mixed-use SSDs for your capacity tier also. 

https://assets.ext.hpe.com/is/content/hpedam/a00019564jpn
https://support.hpe.com/hpesc/public/docDisplay?docId=a00019682en_us&docLocale=en_US
https://support.hpe.com/hpesc/public/docDisplay?docId=a00019682en_us&docLocale=en_US
https://ssd.hpe.com/recommendation
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d. Please design capacity. 

 
i. Microsoft provides guidelines for making the design. 

1. English: https://docs.microsoft.com/en-us/windows-
server/storage/storage-spaces/choosing-drives 

2. Japanese: https://docs.microsoft.com/ja-jp/windows-
server/storage/storage-spaces/choosing-drives 

About all flash: If you have 24x 1.2TB SSD = 28.8TB for your capacity tier, 
you need to have 2x 750GB NVMe SSD = 1.5 TB as your cache tier (5% of 
capacity tier will be required). 
About SSD (or NVMe) + HDD: If you have 4x 4TB HDD = 16TB for your 
capacity tier, you need to have 2x 800GB NVMe or SSD = 1.6 TB as cache 
tier (10% of capacity tier will be required). 

ii. Please select the correct SSD type/capacity for the cache tier and 
capacity tier. 

iii. The following is the actual Micron performance data, which may be a 
good reference for you. 

1. 544K IOPS = 4 x NVMe 9300 as cache tier + 8 x SSD 5300 on  
2 x HPE ProLiant DL380 Gen 10 servers with 100GB NIC 

https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/choosing-drives
https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/choosing-drives
https://docs.microsoft.com/ja-jp/windows-server/storage/storage-spaces/choosing-drives
https://docs.microsoft.com/ja-jp/windows-server/storage/storage-spaces/choosing-drives
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2. 462K IOPS = 4 x NVMe 9300 as cache tier + 8 x SSD 5300 on  
2 x HPE ProLiant DL380 Gen 10 servers with 25GB NIC 

3. 438K IOPS = 4 x NVMe 9300 as cache tier + 8 x SSD 5210 on  
2 x HPE ProLiant DL380 Gen 10 servers with 100GB NIC 

4. 431K IOPS = 4 x NVMe 9300 as cache tier + 8 x HPE HDD on  
2 x HPE ProLiant DL380 Gen 10 servers with 100GB NIC 

5. 113K IOPS = 4 x SSD5300 as cache tier + 8 x HPE HDD on  
2 x HPE ProLiant DL380 Gen 10 servers with 100GB NIC 

Note1: Note: 80 VMs (40 VM per Node) – Azure D1 size (4KB IO Block, 100% 
Random [67% Read / 33% Write]) 

Note2: 100GB NIC Mellanox MCX516A-CCAT 100GbE NIC dual port QSFP28 

Note3: 25GB NIC HPE Ethernet 10/25Gb 2-port 621-SFP28 adapter [867328-B21] 
 
7. How to choose disk controller 

a. HPE offers a lot of choice for disk controllers. However, we do not need to use a 
high-spec one. We can use a normal disk controller because of two reasons. One 
is that the HPE standard disk controller has enough specifications even with the 
entry-level model. The other reason is that Azure Stack HCI uses the pass-
through mode (HBA mode). So, no special about disk controller needed. If you 
have performance issue with your disk controller, I recommend you reach out to 
Microsoft support and contact your hardware vender. You might also think abot 
queue depth [QD] on your disk controller. 
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BIOS Configuration 
Power On the server. 

Please push F9 to get the below screen. 

 

  



 

NVMe SSD Best Practices on Microsoft Azure Stack HCI  18  

 

Please select System Configuration 

 

Please select BIOS/Platform Configuration (RBSU). And Please choose Virtualization – Max 
Performance as below. 

Japanese  

https://h50146.www5.hpe.com/products/servers/document/pdf/882269-002ajpn.pdf 

English 

https://support.hpe.com/hpsc/doc/public/display?docId=a00018313en_us 

 

https://h50146.www5.hpe.com/products/servers/document/pdf/882269-002ajpn.pdf
https://support.hpe.com/hpsc/doc/public/display?docId=a00018313en_us
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Please refer to other profile options. 
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Please select onboard disk controller (HPE Smart Array) 

  

Please select Array Configuration 
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Please select “Create Array”. 

 

Please choose both SSD disk which is installed rear side. 

 

Please choose RAID 1. 
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If you would like to label, please add what you want. Click F12: Save and Exit 

 

Please confirm the result on Logical Drive Details screen. 
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Please select 25GbE in “Link Speed” if you use 25GbE NIC. 

 

Please check the firmware version. I recommend you install latest one (refer to the HPE 
web page). 
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Please confirm the following points in your BIOS setting if you are not using the HPE 
ProLiant Gen10 model. The Gen10 model will optimize the setting automatically and does 
not need much configuration. 

1. BIOS  
2. HBA mode 

① Gen10 will optimize the setting well. but you need to set it up as HBA mode (pass 
through setting) on Gen8 or Gen9. 

OS Installation 
HPE ProLiant DL380 Gen 10 has an iLO console. If you are not familiar with iLO, please 
refer to: 
 English 

 http://itdoc.hitachi.co.jp/manuals/ha8000v/hard/Gen10/iLO/880740-004_en.pdf 
 Japanese – 日本語 

 https://h50146.www5.hpe.com/lib/products/servers/proliant/manuals/880740-
191_ja.pdf 

Please access the iLO console and mount the OS installation ISO file. 

 

 

http://itdoc.hitachi.co.jp/manuals/ha8000v/hard/Gen10/iLO/880740-004_en.pdf
https://h50146.www5.hpe.com/lib/products/servers/proliant/manuals/880740-191_ja.pdf
https://h50146.www5.hpe.com/lib/products/servers/proliant/manuals/880740-191_ja.pdf
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Press any key (space key is fine) 

 
Please wait several minutes. 
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Please choose your preferred setting. 

 
Please click “Install now”. 
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Please click “Windows Server 2019 Datacenter Experience”. The edition can support S2D. 

 
Please check “I accept the license terms”. Then, click “Next”. 
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Please choose “Custom: Install Windows only(advanced)”. 

 
The OS diskspace is where you configure RAID 1 with rear SSD disks. 
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Please wait for 25 minutes. 

 
Please put in the password for local Administrator. 
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Please login new server. 
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Network Information 
If you are using a company network, you can click “Yes”. But be sure to follow your 
company’s security policy. 

 
Please open Server Manager from the Start menu. 
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Please choose “Windows Defender Firewall with Advanced Security” from Tools. 

 
Please click “Inbound Rules” and click “New Rule…”. Select “Custom”. 
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Pls select “All Programs”. 

 
Please select ICMPv4 as below. 
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Please click “Next”. 

 
Please click “Next”. 
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Please check “Next”. 

 
Please put “ICMPv4” in Name field and add the description. Please click “Finish”. 
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Confirm the results in this screen. You can ping the host now. 

 
Please click “Setting” from the Start menu, and click “System”. Choose “Remote Desktop”. 
Please enable Remote Desktop as below, which you can access thought Remote desktop 
now. 
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Please click “Network & Internet” under your Windows settings. 
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Please move to Network and Sharing Center. Please configure static IP address.  

 
Please click “Embedded FlexibleLOM 1 Port 1”. 

 
Note: If you cannot ping from another server or client, try to enable “Public” in ICMPv4 
inbound rule. 
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Update Firmware and Driver Using Latest HPE SPP 
You can download latest SPP from: 

HTTPS Access: https://ftp.ext.hpe.com/hprc 
Login ID: sppgen10 
Password: g0_Cstm+ 

If you need to use FTP access, use this link. ftp://sppgen10:g0_Cstm+@ftp.ext.hpe.com 

Folder name: Gen10_SPP 

File name: P26941_001_gen10spp-2020.03.0-SPP2020030.2020_0402.3.iso 

If you would like to use previous version, access Old_SPP folder. 

The ISO enables online updates. Please mount the ISO on your Windows Server and launch 
it to update your firmware and driver. 

 

Please run “launch_sum.bat”. 

 

ftp://sppgen10:g0_Cstm+@ftp.ext.hpe.com/
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You will see below. 

 

Please click “Localhost…”. 

 



 

NVMe SSD Best Practices on Microsoft Azure Stack HCI  42  

 

I have used “Automatic” and “Baseline…”.  
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Troubleshooting: When you see the screen below “Failed”, you must use “lanch_sum.bat” 
with “Run as administrator”. 
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If you would like to check the detail before clicking “Next”. Please follow it. 
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Please click Generate after select report type. 
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Please click “Next”. 
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Please review below. 
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If you do not have any concerns, please click “Select All”. 
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Please click “Deploy”. 

 

The process is started after that. 
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When it updates the NIC driver or firmware, you will lose your network connection. 
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If you click “View log”, you can see the detail. 
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Please click “Reboot”. 
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Please click “Yes”. 

 

 

Join Company AD Domain 
Please open Server Manager. 
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Please click “Local Server”. 

 
Please click “Change”. 
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Please input your host name and domain name. 

 
Please put your credentials.  
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You will be able to join the domain as below. 

 
The server will be rebooted. 
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Install All of the MS-Patches 
Please move to “Settings”. 

 
Please click “Updates & Security”. 
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Please install all the patches from Microsoft. 
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Please confirm that you do not have any other patching. 

  



 

NVMe SSD Best Practices on Microsoft Azure Stack HCI  61  

 

Configure Network Adaptor 
Please rename current NIC’s adaptor to “MgmtNet”. 
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Please check the network cable diagram, then rename the Network adaptor for your storage 
network as StorageNet1 and StorageNet2 on each node. 
 
StorageNet1 [PCI Slot 2 Port 1 on Node 1 <==> PCI Slot 2 Port 2 on Node 2] 
StorageNet2 [PCI Slot 2 Port 2 on Node 1 <==> PCI Slot 2 Port 1 on Node 2] 
StorageNet3 [PCI Slot 3 Port 1 on Node 1 <==> PCI Slot 3 Port 2 on Node 2] 
StorageNet4 [PCI Slot 3 Port 2 on Node 1 <==> PCI Slot 3 Port 1 on Node 2] 

StorageNet1 (PCI slot 2 Port 1 on 
gows2dtest01) 

StorageNet1 ( (PCI slot 2 Port 2 on 
gows2dtest02) 

192.168.10.111/24 192.168.10.112/24 

StorageNet2 (PCI slot 2 Port 2 on 
gows2dtest01) 

StorageNet2 ( (PCI slot 2 Port 1 on 
gows2dtest02) 

192.168.20.121/24 192.168.20.122/24 

StorageNet3 (PCI slot 3 Port 1 on 
gows2dtest01) 

StorageNet3 ( (PCI slot 3 Port 2 on 
gows2dtest02) 

192.168.30.131/24 192.168.30.132/24 

StorageNet4 (PCI slot 3 Port 2 on 
gows2dtest01) 

StorageNet4 ( (PCI slot 3 Port 1 on 
gows2dtest02) 

192.168.40.141/24 192.168.40.142/24 
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Please test the network connection after setting up a closed network (Storage Network for 
RDMA). 
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Please select RDMA as below on each Network adaptor for the storage network. Please 
open property, click Configure…, Move to the Advanced tab and change the setting to 
iWARP in RDMA mode. The setting is at the port level. Please configure all the ports for the 
storage network. 
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Please configure VLAN ID also. If you use a switched network, the VLAN ID will be provided 
by your Network team. 
VLAN 10 for Storage Net1 
VLAN 20 for Storage Net2 
VLAN 30 for Storage Net3 
VLAN 40 for Storage Net4 
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Please change the Jumbo Packet to MTU9000. You can put 9000 or 9216 in the below field, 
but the network switch should have MTU9216. If the value is lower than server side, the 
packet will be dropped. If you need to select other values in a field, like below, choose 
number great than 9000. 9014 is a good example, below. 

 
When you change them, you will see some packet loss (you will have 3 or 4 ping losses). 
 
Please enable SR-IOV with the command below for each node. 
 
PS> Enable-NetAdapterSriov NIC1 
PS> Enable-NetAdapterSriov NIC2 
 
Note: You can confirm the status with Get-NetAdapterSriov in Windows PowerShell. 
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Enable RDMA 
You can confirm current status with the below command. 
 Get-NetAdapterRdma 

 
Note: You can see “False” in “Enabled” field. 
Please run below PowerShell command. 
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 Enable-NetAdapterRdma -Name StorageNet* 
 Sample : 

 Enable-NetAdapterRdma -Name StorageNet1 
 Enable-NetAdapterRdma -Name StorageNet2 
 Enable-NetAdapterRdma -Name StorageNet3 
 Enable-NetAdapterRdma -Name StorageNet4 

Please confirm below command after that. 
 Get-NetAdapterRdma 

 
Result: You can see “True” in “Enabled” field. 
If you enable the wrong network adaptor, please disable with this process: 

 
disable-NetAdapterRdma -Name "PCIe Slot 2 Port 1" 
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disable-NetAdapterRdma -Name "Embedded FlexibleLOM 1 Port 1" 
disable-NetAdapterRdma -Name "Embedded FlexibleLOM 1 Port 2" 
disable-NetAdapterRdma -Name "PCIe Slot 2 Port 2" 
disable-NetAdapterRdma -Name "Embedded FlexibleLOM 1 Port 1" 
disable-NetAdapterRdma -Name "Embedded FlexibleLOM 1 Port 2" 

Install Features 
Please open Server Manager from the Start menu, then click “Add roles and features”. 
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Please click “Next”. 

 
Please select “Role-based or ….” 
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Please click “Next”. 

 
Please select File and Storage Services and select File and iSCSI Services. Please click 
“Next”. 
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Please click Next. 

 
Please click “Install”. 
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Please click “Close”. 

 
Please do the same thing for Hyper-V. When you select Hyper-V, you will see below. 
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Please click “Add Features”.  

 
Please select “Failover Clustering”. Please click “Add Features”. 
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Please click “Next”. 

 
You can create Virtual Switches with ServiceNet. Don’t need Management Port. 
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Please ignore and do not set this up. Please click “Next”. 
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Please click “Next”. 

 
You should see this below. 
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Please select “Restart Option”.  

 
If you did not choose the option, you will see below. 
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Please click “Install”. 

 
Please click “Close”. 

 
Please configure it on another node also. 
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Configure Failover Cluster 
Please run Server Manager and click “Failover Cluster Manager” under Tools. 
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Please click “Create Cluster…”. 
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Please click “Browse” 

 
Please enter your node as below. 
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Please click “Next”. 

 
Please click “Next”. 
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Please click “Next”. 
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Please click “Next”. 

 
When you see the screen below, please click “View Report”. 
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The report will be opened with Internet Explorer. 

 
Please check the detail. The Microsoft web page has more technical information. 
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When you pass the validation, please enter “Cluster Name” as below. 

 
 
Please enter Cluster name and IP address. 
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You will see below. please remove the check box of “Add all eligible storage to the cluster.”. 
Please click “Next”. Note: If you enable the check box, you may re-create the Storage 
Spaces Direct with power shell command. 

 
Please click “Finish”. 
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Troubleshooting: 

If you do not have enough AD permission to do organization units (OU), you will see the 
screen below. Ask your Windows domain admins to input a credential for you with enough 
permissions. 
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Please confirm new cluster is working well or not with below process. Please open the 
failover cluster manager. Please click the new one which you created. Please check the 
summary.  
 

 
 
Please click the “Nodes” in left pain. Please confirm all node are UP. 
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Witness for Cluster 
If you are not familiar with Witness, the below link has more detail about it. 
 
English 
https://docs.microsoft.com/en-us/windows-server/failover-clustering/deploy-cloud-

witness#cloud-witness-overview 
Japanese 
https://docs.microsoft.com/ja-jp/windows-server/failover-clustering/deploy-cloud-

witness#cloud-witness-overview 
 
Please open Failover Cluster Manager. Right click on cluster as shown. 
Please click “Configure Cluster Quorum Settings” 

 

  

https://docs.microsoft.com/en-us/windows-server/failover-clustering/deploy-cloud-witness#cloud-witness-overview
https://docs.microsoft.com/en-us/windows-server/failover-clustering/deploy-cloud-witness#cloud-witness-overview
https://docs.microsoft.com/ja-jp/windows-server/failover-clustering/deploy-cloud-witness#cloud-witness-overview
https://docs.microsoft.com/ja-jp/windows-server/failover-clustering/deploy-cloud-witness#cloud-witness-overview
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Please click “Next”. 

 
Please choose “Select the quorum witness”. 
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You will see below options. 

 
However, you only have two options. One is cloud Witness, and one is “Configure a file 

share witness”. 
Note: Configure a Disk Witness will consume your DAS so the first option is not available 

with Azure stack HCI. 
 
If you have cloud environment, it will be best choice. If not, please select “a file share 

witness” option. 
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Please create new shared folder. And Please point it as below. 
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If it is working well, you will see below result. Please click “Next”. 

 
Please click “Finish”. 
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When you click “View report”, you can see the results. 

 
Please click Finish. 
 
You can check the result with Windows Admin Center if you already have it. Open it and 

click “Add” in Failover cluster Manager as below. 
 
If you are not familiar with Windows Admin Center (WAC), please refer to the link below. 
You can access more details, including how to install it, and its many powerful functions.  
 
English 
https://www.microsoft.com/en-us/windows-server/windows-admin-center 
Japanese 
https://www.microsoft.com/ja-jp/windows-server/windows-admin-center 

 

https://www.microsoft.com/en-us/windows-server/windows-admin-center
https://www.microsoft.com/ja-jp/windows-server/windows-admin-center
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Please put correct credential. 

 
You can see new cluster info on the tool. 
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You can see the status regarding witness on Failover cluster tool as below. 

 

Storage Spaces Direct (S2D) 
Please check the current status with below Power shell command. 
 
Get-ClusterS2D 
 
If you enable it during making a new cluster, S2D is enabled as below. 
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If the result as below, you can configure it with these steps. 

 
 
Please check whether your disks are available or not with Get-Physicaldisk on Powershell. 
You can see all disks on cluster as below. 

 
 
Note: When you check it with the command before making cluster. You can see DAS only. 
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Troubleshooting:  
If you cannot see your disks, please delete the cluster you created. 

 
Please click “Yes”. 
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Please check current status on Disk Management. If you re-use NVMe/SSD/HDD from 
other production servers or clusters, the disk may have previous data as below which you 
must delete. 
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Please run “cmd” as administrator mode. 

 
Please run “diskpart”. 
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Please follow the step.  
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When you clean them up, you can see all disks well as below. And you can see normal 
status with Get-PhysicalDisks on Powershell. 
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If you have seen this situation several times, please try to create cluster with below 

command. 
 
New-Cluster -name CLUSTER NAME -node NODE1,NODE2 -NoStorage -StaticAddress 

192.168.xxx.xxx 
 
Example: 
Cluster name : S2DTEST 
NODE1: WINS2DTEST01 [server host name] 
NODE2: WINS2DTEST02 [server host name] 
Static IP address : 192.168.1.111 
 
New-Cluster -name S2DTEST-node WINS2DTEST01, WINS2DTEST02 -NoStorage -

StaticAddress 192.168.1.111 
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Please refer below example also. 
 
New-Cluster -name gos2dcluster2-node gows2dtest03, gows2dtest04 -NoStorage -

StaticAddress 10.163.68.31 
 
-NoStorage option is important. 
 
Please run the above command with Administrator mode on Power shell as below. 
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You cloud create it well. 

 
You can see all disks as below. 
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Please enable Storage Spaces Direct with below command. The powerful command will 
recognize your disk well. and it configure cache tier and capacity tier well. 

 
Please select “[A] Yes to All”. 

 
The process will be completed in 5 mins. 
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You can check the result with log file. Please check 
file://C:\Windows\Cluster\Reports\EnableClusterS2D.  
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When you check disk status again. You will see “False” in CanPool category. These disks 
are used as S2D. so it cannot use for other purpose now. 

 
You can see the category changed to Fales from True as below. 
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Troubleshooting: 
If you cannot see cache tire, the PowerShell command wrong to setup it. Please try to use 
below command. Auto-Select will be change to Journal. And please check disk inventory on 
WAC. It should be changed to Cache tier. 
 
Get-PhysicalDisk –FriendlyName ‘Micron_9300*’ | Set-PhysicalDisk –Usage Journal 
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Install Windows Admin Center (WAC) 
If you would like to understand WAC, the following poster may be good. You can download it 
from Microsoft page. 

 
https://docs.microsoft.com/ja-jp/windows-server/manage/windows-admin-center/media/wac1910poster_thumb.png 

https://docs.microsoft.com/ja-jp/windows-server/manage/windows-admin-center/media/wac1910poster_thumb.png
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Please download latest MSI file from Microsoft Page. 
English 
https://docs.microsoft.com/en-us/windows-server/manage/windows-admin-
center/overview 
Japanese 
https://docs.microsoft.com/ja-jp/windows-server/manage/windows-admin-
center/overview 
 
Please put the file to somewhere on Node. 

 

  

https://docs.microsoft.com/en-us/windows-server/manage/windows-admin-center/overview
https://docs.microsoft.com/en-us/windows-server/manage/windows-admin-center/overview
https://docs.microsoft.com/ja-jp/windows-server/manage/windows-admin-center/overview
https://docs.microsoft.com/ja-jp/windows-server/manage/windows-admin-center/overview
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Please click “Next”. 

 
Please click “Next”. 
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Please click “Next”. 

 
If you would like to change the port, pls put preferred port number in below. 
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Please click “Yes”. 

 
Please click “Finish”. 
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Please connect new cluster on WAC. 

 
Please confirm all your disks are working fine as below. 

 
Tips: some of major company create own plug-in for WAC. It may be good for managing 
your infrastructure. 
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The following “Cluster Creation” tool is powerful also. Please try it on your environment. 
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Create Volume, and Configure Cluster Share Volume (CVS) 
Please click “Volumes”, and click “Inventory”, and click “Create”. 

 
Please input below info for making new volume. This is test. You can put preferred name in 
below. Please click “Create”. 
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Upper right. You can see the progress. 

 
When it is completed, you can see new volume [CSV] as below. 

 
Please create one more with deduplication. 
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If you did not install the function, please install it at first. It was same way when you install 
Hyper-V tool to the node. But you must install the function to all Nodes. Please enable 
“Deduplication and compression”. 

 
You can check it as below after creating it. 
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Install New VM for Client 
Please click “Virtual Machine” on Windows Admin Center as below. And Please click “new 
in Inventory”. 

 
Please put below info. You can put preferred name/setting. 
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You can see new VM as below. Please check new VM and click “Start”. 

 
Please click “Connect” and install OS. 
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You can do same operation on Hype-V manager also. 

 
You can use PXE boot if your company is using the way for installing OS.  
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Performance Test Using Official Microsoft Tool 

 
It will be better to test your cluster before promoting it to production. You can plan to do the 
scale-out well with good actual information. 
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Please create new volume 

 
The name will be “Collect”. 
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Please confirm new volume is created on WAC. 

 
Please create other Volume with your Node name (Server host name). 
This is for Node01. 
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This is for Node02. 
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Please confirm both volumes are available or not on WAC. 

 
You can create CSV with PowerShell command also. Please try to use below if you want. 
 
New-Volume -StoragePoolFriendlyName "S2D*" -FriendlyName Collect -FileSystem 
CSVFS_ReFS -Size 500GB 
 
New-Volume -StoragePoolFriendlyName "S2D*" -FriendlyName Node01 -FileSystem 
CSVFS_ReFS -Size 300GB 
 
New-Volume -StoragePoolFriendlyName "S2D*" -FriendlyName Node02 -FileSystem 
CSVFS_ReFS -Size 300GB 
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Please download VM Fleet from Github. https://github.com/Microsoft/diskspd 

 
Extract Zip file to file://C:\temp on Node01. 
 

 

https://github.com/Microsoft/diskspd
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You ready to install VM Fleet thought Internet. You need to change the policy for 
PowerShell. 
Please run below command. 

 
Please click “A -Yes to All”. 

 
Please click “A -Yes to All” again. 

 
You can ready to install VM Fleet to your cluster. Please move to below directory. 
File://C:\Temp\diskspd-master\Frameworks\VMFleet 
Run below command 
.\install-vmfleet.ps1 -source C:\temp\diskspd -master\Frameworks\VMFleet 
Please click  
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The file will be installed to below folder. 
File://C:\ClusterStorage\collect\control 
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Please download diskspd from below link. If you cannot access it. Please find out it using 
WEB search engine. 
https://gallery.technet.microsoft.com/DiskSpd-A-Robust-Storage-6ef84e62 
Please extract it under C:\temp. 

 
Please copy diskspd under amd64 folder to file://C:\ClusterStorage\Collect\Control\Tools. 

 
Please put your OS installation ISO file to C:\ClusterStorage\Collect\Software. You will use 
Windows Server 2019 Core. (no need desktop experience). 
Create the gold image – Please create new VM on WAC. 

 

  

https://gallery.technet.microsoft.com/DiskSpd-A-Robust-Storage-6ef84e62
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Please follow below. 
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You can observe the progress around upper right. 

 
Please confirm whether it is created or not on WAC. 

 
Please click “Start”. 

 

 
Please click “Connect”. 
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Please click “Connect”. 

 
Please input administrator password. 
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Please start to install Windows Server 2019 Datacenter (not Desktop Experience). 
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Please change the password as below. 

 

 

 
Please shutdown your VM with below command. 
Shutdown -s 
Or  
Shutdown -f -s -t 1 

 
You will see below. 
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Please copy the VHDX to file://C:\ClusterStorage\Collect. 

 
You are ready to deploy VMs to your cluster. 
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Please run below command. Please change below red color t ocorrect one which you put. 
.\create-vmfleet.ps1 -basevhd "C:\ClusterStorage\Collect\GoldVMFleet.vhdx" -VMs 20 -
adminpass Password -connectuser administrator -connectpass Password 
 
The script will create VMs automatically. 

 
Please set all VMs to 2 x vCPU and 4GB static memory with below command. 
 
Set-VMfleet.ps1 –ProcessorCount 2 –MemoryStartupBytes 4GB –MeMoryMaximumBytes 
4GB –MemoryMinimumBytes 4GB 
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If VM is running, the script will not work as below. Pls stop all VMs. You will apply the 
setting after that as below. 

 
The script is located at below folder. 

 
You can destroy all VM also. If needed, please use the command below. 

 



 

NVMe SSD Best Practices on Microsoft Azure Stack HCI  152  

 

Please run start-vmfleet.ps1. all VM will be started. 
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Pls customize below PowerShell script (watch-cluster.ps1) to monitor actual performance. 
The script is located same with set-vmfleet.ps1. 

 
Please change the point to “*”. 
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Please check how many VMs are running on your cluster with below command. 

 
Please run Start-Sweep.ps1 for testing. You can set some parameters. 

b: list of buffer sizes (KiB) 

t: list of thread counts 

o: list of outstanding IO counts 

w: list of write ratios 

warm: duration of pre-measurement warmup (seconds) 

d: duration of measured interval (seconds) 

p: list of patterns (random: r, sequential: s, sequential interlocked: si) 

cool: duration of post-measurement cooldown (seconds) 
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The following is for 4KB IO Block, 100% Random (100% Read / 0% Write) 

 
The following is for 4KB IO Block, 100% Random (67% Read / 33% Write) 

 
You can see the actual performance as below. 

 
I prefer to check raw data with the performance monitor also. The filter below may be a 
good to monitor it. 
“PhysicalDisk” 
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“RDMA Activity” 
“SMB Direct Connection” 
 
You can check the performance on WAC also. 

 
When the script is completed, it will install a log file in the below location. 
File://C:\ClusterStorage\Collect\control\result 

 
If you would like to do the same test again, you have to delete the previous results. I always 
copy them to aother location before deleting them. 
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If you would like to confirm the NIC power, I recommend using the below tool. This is 
created by Microsoft. I tested my own NIC to confirm it had enough power. 
 
ethr.exe 
 
You can download it from below. https://github.com/microsoft/ethr 
 
Please extract zip file to file://C:\temp. 
 
Please run below command on your Node 1. 
ethr.exe -s -ui 

 

https://github.com/microsoft/ethr
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Please run the command bellow on your Node 2. If you point the IP address of Node 1 with 
the below reference command. You can see the network performance.  
 ethr.exe -c <server ip> -n 8 
 ethr.exe -c <server ip> -n 16 
 ethr.exe -c <server ip> -n 32 
 ethr.exe -c <server ip> -n 64 
 ethr.exe -c <server ip> -n 128 
 ethr.exe -c 192.168.10.111 -n 128 
 
the following is optional for the client side. 
Option Description 
-c <server IP> Client mode. Destination server IP address 
-t <b | c | p | l > Test items (default is bandwidth) 

b: bandwidth 
c: connections/s 
p: packets/s 
l: latency 

-p <tcp | udp | http | https | icmp> Protocol (default is TCP) 
-n <number> Number of Session/thread 
-l <number> Buffer size 
-I <number> Number of repeats for latency test 
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The log will be stored with ethrs.log. If you want, please check it. If you want to know more, 
please try to use -h to access help. Or visit download page for more detail. 

 

 
You can use the network performance monitor tool with VM Fleet and performance monitor 
as below. 
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Troubleshoot: 

If you cannot run Powershel script. Please try to do the below. 
 
Enable-PSRemoting -Force 

 
Winrm s winrm/config/client “@{TrustedHosts=”host name”}” 

 
Set-NetFirewallRule -Name WINRM-HTTP-In-TCP -RemoteAddress Any 
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Afterword 
Thank you for downloading this installation guide and reference architecture. Yes, you can 
install Azure Stack HCI by yourself. As you may know, Microsoft has an easier way than this 
to set up Azure Stack HCI. But Micron IT offers these kinds of detailed installation manuals 
to help build an understanding of the solution and benefits of Micron flash storage and 
memory. This document does not cover how to promote Azure Stack HCI to enterprise level 
in your company. To do that, it is better to access and review the instructions below: 
1. Major operation manual 
2. Server maintenance include cluster maintenance 
3. MS-Patching 
4. Monitoring 
5. Major troubleshooting 
6. VM backup 
7. File/folder backup 
8. Logging 
9. Security 
10. Capacity management 
11. Performance forecast 
12. Scale up 
13. Scale out 
14. Training for internal system administrators 
15. Convert existing VM to Azure Stack HCI for VM tiering 
16. Collaboration with Azure Cloud Server platform 
17. Collaboration with Azure Services 

Advanced points: 

18. Azure Stack HCI OS for branch office [small office] 
19. Windows Admin Center with server/storage vender plugin tool 
20. Azure stack HCI community [external] for getting the latest info/trouble 
21. Collaboration with existing system at your company 

A) BI report system 
B) Support ticket management system and more 
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Benchmark software and workloads used in performance tests may have been optimized for performance on specified components 
and have been documented here where possible. Performance tests, such as HCIbench, are measured using specific computer 
systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You 
should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the 
performance of that product when combined with other products.  
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Micron assumes no liability for lost, stolen or corrupted data arising from the use of any Micron product, including those products 
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