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Introduction

Microsoft released its new Azure Stack HCI solution with RDMA (Remote Direct Memory
Access) with Windows Server 2019. RDMA is advanced technology which can improve the
storage pool access. Windows Server 2019 can use software-defined storage, which
Microsoft offers with Storage Spaces Direct. It can use multiple combinations of storage
disks, such as NVMe™ + SSD, NVMe+HDD or SSD+HDD, whatever is needed to fit into
each scale. Azure Stack HCI (Microsoft’'s hyperconverged infrastructure solution) can use
RDMA well. Microsoft recommends iWARP protocols if your network is based on a

traditional TCP/IP base standard. If you are using InfiniBand, please use RoCE v2.

General Information

Network Structure

Option 1: Direct Connect
If you are using just 2 Nodes, please connect it as below. You do not need to ready
any Network switch for storage access. Direct connection will be enough for you.
100GB NIC

HPE Proliant DL.380 Gen 10 HPE Proliant DIL.380 Gen 10

Cachetier Capacity tier

: ; : )
T SR-I0V] orage space  |og 1oy

d(
\:@_ "»@, —— (=) Direct with RDMA ¢
e

Cachetier Capacity tier

~-1 Virtual server 1006 100Gb Virtual server J«-
- NIC .
FVirtual server LL_V—ECS Virtual server |-

> SET switch f A SET switch
'
: - SR-I0V] SR-IOV = :
L

10GbNIC 10GbNIC

Acron

NVMe SSD Best Practices on Microsoft Azure Stack HCI 3




25GB NIC

HPE Proliant DL n 1 HPE Proliant DL380 Gen 10

Cachetier Capacity tier

-

Cache tier Capacity tier

vcron

= Storage Space
Direct with RDMA £ —)
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-1 Virtual server

Virtual server -
Virtual server J«-i-

-1 Virtual server . ;
T

A SET switch =1
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SR-IOV :

E-E—v{ ? SET switch 1
1

* 10GbNIC 10GbNIC .
! ! A

l }
SenierNetworkfor\Windows.and-Linux \J

Option 2: Switched Network

If you need to use three nodes or more, please ready the storage network switches.
Micron has used Cisco-Nexus 9336¢c-FS2 switch, which can speak iWARP protocol to
enable RDMA.

1. Network port setting
Please discuss maximum MTU size with your local network team. Cisco announced that
MTU 9000 bytes will be the standard frame size for a jumbo frame for VXLAN. If you
would like to use MTU 1500 bytes frame, it works fine also. MTU 9000 will enable better
access to your storage pool, however.

2. VLAN

Please plan to have the below VLAN on the server:

Acron
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1. Service VLAN

® Your customer will access your VM on Hyper-V or via the volume/file/folder

on Storage Spaces Direct as file server thought Service LAN.
2. Storage VLAN

® This is for a pure storage network. Please discuss this with your network
team. If you use direct connect with two nodes, you do not need to discuss
the configuration below with your network team and can configure NIC
setting by yourself.
® MTU size (1500 or 9000)

HPE Ethernet 10/25Gbk 2-port 6215FP28 Adapter Properties >
General Advanced Driver Detaile Evertz Power Management
The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value
on the right.
Property: Walue:
Encapsulation Overhead Size ~ 1514 e
Flow Control
Intermupt Moderation
\WARP Delayed Ack a1
iWARP Recv Window Size (in KB) 3614
iVWARP TCP Timestamp
Jumbo Packet
Large Send Offload W2 (IPv4)
Large Send Offload V2 (IPvE)
Link contral
Locally Administered Address
Maximum Mumber of R55 Queues
Metwork Direct Functionality
NUMA node 1D b
Cancel

@ iWARP or InfiniBand (RoCEv2)
@ port can be 10GB or 25GB or 50GB or 100GB
3. Management VLAN
® The Management VLAN is the interface the system administrator uses to
operate your server. You can use a dedicated 1 GB port or the Service VLAN

for management on a SET switch. Please configure a SET switch for
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management also if you do not have network port for management on

server.

E.“S Virtual Switch Manager for GOWS2DTESTOS — X

#  Virtual Switches

e Virtual Switch Properties

._,'JE Mew virtual network switch
= 7. ComputeSwitch

ot Extensions
# Global Network Settings

HPE Ethernet 10,/25Gb 2-port 621...

MName:

|C0mpuhe5u\'itd1

Motes:

4 MAC Address Range

4. Console VLAN

00-15-50-44-A4-00 to 00-15-50

HPE Ethernet 10/25Gb 2-port 6215FP28 Adapter #4

VLAN ID

Remove

o SR-IOV can only be configured when the virtual switch is created. An external
virtual switch with SR-IOV enabled cannot be converted to an internal or
private switch.

Cancel

® Console VLAN will be used for iLO. HPE iLO will bring remote console for

you.

3. Network cable

Please find out correct network cabling with your network team. You need to investigate
the network card (NIC) spec closely. | have used “25GbE SFP28 SR LC” + “LC-LC OM3
fiber cable” to support a 25GB network. However, you can use other choices as below.
Optical Transceivers 40GbE QSFP+ with fiber cable

Optical Transceivers 50GbE QSFP28 with fiber cable

Optical Transceivers 100GbE QSFP28 with fiber cable

NVMe SSD Best Practices on Microsoft Azure Stack HCI 6
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Active optical cables (AOC) — Transceivers with integrated fibers

A%cron




4. Network card on Server.
A single NVMe SSD will consume 25GbE bandwidth. If you plan to have 4 x NVMe
SSDs, please plan to have 4 x 25G ports. If you try to use 100GbE, please make sure of
your NIC spec and motherboard. 100GbE will require a PCle gen 4 bus. Please review

below points. A PCle Gen 3 bus will reach the limits of the hardware.

Network bandwidth requirement for Disk

i
!

—™

PCI Express link performance’=*114°]

]

Version Introduced Line code Transfer rate1l'] Throughput™
x1 x2 x4 xB x16
1.0 2003 8b/10b 2.5 GT/s 250 MB/s 500 MB/s 1.0 GB/s 2.0 GB/s 4.0 GB/s
2.0 2007 8b/10b 5.0 GT/s 500 MB/s | 1.0 GB/s 2.0 GB/s 4.0 GBfs 8.0 GB/s
3.0 2010 128b/1300 984.6 MB/s | 1969.2 MB/s | 3938.5 MB/s [7.877 GB/s | 15.754 GB/s |

4.0 2017 128b/130b 16.0 GT/s 1969.2 MB/s | 3938.5 MB/s | 7.877 GB/s | 15.754 GB/s | 31.508 GB/s

5.0 2019 128b/130b 32.0 GT/st™] 3938.5 MB/s | 7.877 GBfs | 15.754 GB/s | 31.508 GB/s | 63.015 GB/s

6.0 (planned) 2021 128b/130b & PAM-4 | 64.0 GT/S 7.877 GBfs | 15.754 GB/s | 31.508 GB/s | 63.015 GB/s | 126.03 GB/s
hitps:/fen.wikipedia.org/wiki/PCl_Express Aaicron
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Hardware Information

1. Please refer to the below server hardware configuration.
Micron has used Cascade Lake with HPE DL380 Gen 10.

S2D Node (DL380 Gen10 8SFF CTO) x 2 server HW

Category description Part# Qty

Server DL380 Gen10 8SFF(2.5 inch) base unit 868703-B21 1
CPU (Cascade lake) Xeon G 6248 2.5GHz 1p20c x2 (2p/40c) P02502-B21 1
P02514-L.21 1

memory 32GB 2Rx4 PC4-2933Y-R Smart memory kit (768GB) P00924-B21 24
Rear 2SFF drive cage DL38x Gen10 2SFF(2.5inch) premier drive cage 826687-B21 1
Boot disk Micron 5300 SATA SSD 480GB MU SC 2.5 (RAID1) | —-—=--——— - 2
Storage controller for OS | Smart7 L -4 P408i-a SR Gen10 controller 804331-B21 1
Smart Array option Smart storage hybrid capacity 145mm P02377-B21 1
Drive cage DL38x Gen10 8xNVMe Express bay kit 826689-B21 1
Cache drive NVMe 9300 MAX 3.2TB MU U.2 (2.5inch, 15mm) | —————— - 2

[MTFDHAL3T2TDR-1AT1ZABYY]

Secondary Riser DL38x Gen10 Secondary NVMe x4 Riser 873732-B21 1
Storage controller (S2D) | Smart Array P408i-p SR Gen10 controller 830824-B21 1
Capacity drive Micron 5300 PRO SATA SSD 3.84TBMUSC 25 | —————— - 4
NIC for Service LAN HPE Ethernet 10/25Gb 2-port 622FLR-SFP28 adapter 867334-B21 1
Transceiver 10GbE SR SFP+ module 455883-B21 2
NIC for RDMA HPE Ethernet 10/25Gb 2-port 621-SFP28 adapter 867328-B21 2
Transceiver 25Gb SFP28 SR 100m LC fransceiver 845398-B21 4
Power supply 800W FS Platinum LH power supply 865414-B21 2
Fan DL38x Gen10 high performance fan kit include 6 x Fans | 867810-B21 1
Rack mount kit 2U SFF Easy Install rack rail kit 733660-B21 1
0s Windows Server 2019 Data Center Edition Micron own -
software OneView Advanced (include iLO Advanced) ES5Y34A 1

2. If you are not familiar with your hardware configuration, please find a good one from the

Microsoft catalog. These servers come tested by Microsoft and the server hardware

vender. You just need to consider which network card to fit into your environment, and

the most compatible disk size.

https://azure.microsoft.com/en-us/products/azure-stack/hci/catalog/

NVMe SSD Best Practices on Microsoft Azure Stack HCI 8
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3. Server sizing for Azure stack HCI

How many servers do you need for Azure Stack HCI? It's better to have good example.

Here is one scenario to consider:

Scenario: you need to install a virtual desktop infrastructure (VDI) solution for your

company to improve the user experience for remote workers.

Your company uses the following standard Linux hardware.

HP EliteDesk 800 G1

CORE ' i5

NVIDIA

Core i7-4770 32GB 500GB NVS315
[3.4GHZ] DDR4 HDD 1GB

You would like to replace 400 Linux clients with a VDI solution, so you might

choose these servers:

Memory

( _ 12800GB
I x400 ——1. )\
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A new VM client will need four CPUs at least.

‘I

= b=
- - —
G € 400= =
TTTT 1600 CPUs
4 CPUs [ 2

—1 | g
4 x DL380Gen10

Please refer to the calculator below to calculate how many nodes do you need.

Total
Clock of
client

Number
of CPU
core

Count of
system

CPU Total

f CPU
clock or ° Clock of
core of

server Server
server

Total Total Count of
Clock of Clock of Hyper-V
client Server Server

When you follow it, the result will be---

=

erver HW sizing for VDI solution inte
l *i wsroom.intel.co.jp news%url—3:‘:1\able'5;!—rleiv-.-v,\rkfuurt'o'\o' b
s.Am622m | SKYLAKE

https://
launch/

-
-

Xeon Gold 6258R

1111

Total

Clock of

CPU
clock or

server

Total
Clock of

client
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Memory: It appeared to require six servers. But Microsoft’'s Hyper-V hypervisor can use

memory resources efficiently. so you need only four or five nodes in this scenario.

Memory

Storage: You need three nodes at least.

Storage

.
250GB (v
- 3 x DL380G10

Four nodes should be good. But five nodes will be better to allow extra maintenance
memory for the system administrator. So, you will not have only one node at that time —
three nodes will be available during the maintenance. Five nodes will be best for stable
operation.
4. How to choose the CPU
a. The following link has benchmark data about CPU.
i. http://spec.org/

b. Please follow the step below.

11 Acron
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http://spec.org/

Results * Contact Site Map Search Help

& Published Results
# Results Saarch

pEMIoud TaaS 2016 esults
® Fair Use Policy

SPEC CPU 2017 Search all SPEC CPU 2017 results
[ Information _______| e
02006 arch al ger Speed results
o CPU2017

¥ Documentation SPECjbb 2015 search all spec  SPEC CPU2017 Results

SPEC)Enterprise 2018 Web Profile Search all SPEC

Thess resubs Fave been submitted to SPEC; see the Ssclaimer before Studying any results.
SPECjEnterprise 2010

Search all spec  Awailable Results

Techrecal Suppom SPECjwm 2008 e results since B

The folirwmng sre st of melabie results Snoe the srnouncement of the benchmark in June 2017,
Conﬁgurablt' Search # Al CPU201T Results

§ . Resuibs from all publication quarbers, broken out by reported metric:
‘We alsa support a much more configurable interface which all I

[ SPECspesd 2017 Ineger, SFECspead 2017 Fioating Point |
ithout HTML tables) » Treoghput:

[ SPECTati 3017 Inbeger, SPECTabs 2017 Raating Point |
FU” Database Dumps Results Broken oot By the pear and quarter whersn thiry wers pubished.
Alternatively, you can have everything returned all together. TI
maybe dozens of fields acrass by hundreds of rows down.

= Dump All Records
= Dump All Recards As CSW

rich Forrn 18 srakon chynamiic selectionms from i avlabbe resuls,

Herma - CEntact - Sie Map - Privacy - About SPEC apos

This suggested benchmark option was defined in 2017, but you select aother one.

c. Please input your server hardware name.

SPEC/OSG Result Search Engine

Al BPEC CRU2D1T LR ==
Simple 2 Advanced

CPU2017 Results -- Form

This CanV;._.'aZGI'I offers access to summary information across all CPU2017 results. Use a benchmark spadf

Duglisates
T chpcanis, ared s 13 aslie Hha
e Dinloy o rafin inchedeg dupfoeis 5
- Fpter V'
Configurable Request v il
. Fatrmd
Control the content, the ordering, and the format, of the search results. The features provided in this forrr

Cratent A Eae S e

Specify what columns you want to see, and which records would qualify. Sartieg
Column Display

Cisplay or skip ool

Criteria

Somcity i whak orcler you woulkd ks bo ses the et retumed

¥ specified, display only thase

5 that qualify ey Talurme

Rirsctizn
the -
i e
Hardhwanre Vendor Deplay  * matches Herwanti Packand Enlerpems Bacendng
Systern Display v s Proliant DL320 Ganid Daicsateg *
Peak Rassult [ squss .
Bass Bl Daspiay ~ squais

Dulput Farmat
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Results (Download as CSV)

Found 359 results (out of 13%%% records).

CPU201T Integer Speed

Hardware Vendor
Hewlett Packand [
Hewlett Packard [
Hewdett Packand

«—single

Hewlett Packard Erderprise
Hawiott Packard Enterprise

Profiant L3S0 Genll 7, Inted Xnon Gokd 613,

I-m:zm: Floating Point Speed I

Hardware Vendor

Hewdett Packard Enterprise

System

Protiant DL3S0 Genld
Hewdett Packard Enterprise  ProLiank DUES0 Gen1d (170 GHz, Intsl Xeon B
Hewdeett Packard E s Prolient DU3B0 Genl0 (390 GHe, Intel Xeon Gold

"PUZ0LT Integer Rates

700 GHE, In

el Xeon Bronze

Hardware Vendor Sysled
L ProLiant CL60 Irted Xeon Brone
Prall , Inte] Xeon Brome

ProLiant LS el Meon Gokd BZ22Y)

ProLsm [t

[L'J’L"iﬂ- ag, Paint Rates |

Hardware Vendar System

core performance
Peak Result | Base Result

4.17 4.06
4.34 4.20
- Sk

Paak Result | Base Result

irse 3ia
ar2 bt
o 85.0

single core performance

Peak Resiilt | Base Result
J3.5

- 415 .
B wws  Tmultiple cores performance

65,5

Peak Resultl Base Result nergy Peak Result

. «—multiple ctires performahce

T
154

Energy Base Result @ Cores # Chips Published

& 2

e. Following are details of the 2017 testing option.

i SPECE CPU2017 Integer Rate Result
g T . —
Hewleit Packand Ensenprise iTes Sperssr 1P0) nr
Prolisnt DL3S0 Gen | .
7, Intel Xewn Ciold 624%) o e

* W19

=5 preti

[ =

[ === e e e iy o
Hardware
Vel s Gk 535 ne

G ler B 301 K1
[ R —

Coagaler Bukd 301 E]

52 KB D chip per oo
(T Y

all
Haa el 3 | praticiment

w
VPR BACES Varshan L7000 000 relsed A 419

ek

ot [ Foie | e [ i

Sroeds | e

AT
SPECod e BETT
Hcin by sppear o the gt o which Brcy were ua Botd underivacd (0 pdvsics 3 ook sareeorrl
Sut otes

Flarform Notes

d‘ﬂ-"ICrDl‘l

f. If you need help determining the correct one, please ask your HPE support

contacts.

5. How to choose the memory spec

a. Please refer to the link below which has detailed memory information.

NVMe SSD Best Practices on Microsoft Azure Stack HCI
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i. https://assets.ext.hpe.com/is/content/hpedam/a00019564jpn
ii. https://support.hpe.com/hpesc/public/docDisplay?docld=a00019682en_

us&doclLocale=en_US

[
One of the following depending on model:
Type HPE DDR4 SmartMemory, Registered Dual In-line Memory Module (RDIMM),
yp Load Reduced Dual In-line Memory Module (LRDIMM)
E:;Ilggf;i"e Memory Module (DIMM) slots 24 12 DIMM slots per processor, 6 channels per processer, 2 DIMMs per channel
Memory® Maximum capacity (LRDIMM) 3.0TE 24 x 125GB LRDIMM - 2933 MT/s
Maximum capacity (RDIMM) 1.54TB 24 x 54GB RDIMM - 2933 MT/s
Maximum capacity (HPE Persistent 60TB 12 X 512G8 Memory Modules - 2666 MT/s
memory)
Maximum capacityMNon-Volatile Dual In-line - .
Memory Module (NVDIMM) 192G8 12 x 16GE NYDIMM - 2666 MT/s

b. If you want large capacity, | recommend LRDIMM. If not, RDIMM should be OK
also. And please choose memory with a high data rate specification.
6. How to choose the disk
a. Please refer to the information below. You will be able to make some choices

about your disk.

HPE Storage Options — SSD Portfolio Alignment

B NVMe - High Performance Low Latency Very Read Optimized (vrO) Read Intensive (Rl Mixed-Use (Mu) Write Intensive (w)

- BestLatency Endurance varies by Workload Endurance: <=1 DWPD Endurance:>1 & <10 DWPD Endurance: >=10 DWPD

- Best\Wree Workioads Performance 0.05 up to0 0.8 DWPD

- Highest Endurance

" YAy NVMe High Performance Low

B NVMe - High Performance [ fanc:

- Better Performance than NVMe Mainstream

- BestRead Performance r e =

- Large Capacty Drives gt

* NVMe - Mainstream

- Better Performance than SAS/SATA but less than
NVMe High Performance

- Wil displace SATA kong-term SAS

7 sas
- Dual Port - Best Behind Expanders. Value SAS

- Good Balance of Workioad Performance

- Large Capacty Drives SATA
M Value SAS
- Twice the nterface Speed of SATA sl 5 SATA VRO

= Lower Costthan Tradtional SAS SSOs

- Enterprise NViMe SSDs =
B SATA Very Read Read Mixed-Use Write
S e Price for Radd tenslee Workoads: P Per Driven Workloads Performance DrivenWorkloads  Performance Driven Workloads
- Software Defined Storage Capacity - ReadCaching - Bulk Storage - OLTP /Financial - Enterprise Business ?&"""3’9 Defined Storage Caching
I SATA VRO - QLC NAND Tier - Web Servers - Active Archiving - Business Processes _
- LowestPrice Targetng HDD Replacement - Al, ML, DL Data Lakes - SodialMedia - Emall Intelligence - Data Warehousing -~ °_LTP’F'"3"°'3F
- Targets Specific Read-Centric Workioads - Real-time Analytics - BootSwap - Database - Big DataAnalytics - ERP = qu Data Analytics
- Variable Endurance Based on Wrees - ContentDelivery ~ Analytics Gy - Virualization - Networking - Attificial Intelligence
- Large Block Database &BI - Scientific - Batch - Scientific - Cloud Computing - Database
—l - Object Stores. - Cloud Computing - Collaboration - Database - Businessintelligence
Hewlett Packard Infrastructure - High Performance Compute

Enterprise

b. The following SSD selector tool may help:

i. https://ssd.hpe.com/recommendation

c. Microsoft recommends write-intensive SSDs for your cache tier. You can use

read-intensive or mixed-use SSDs for your capacity tier also.
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d. Please design capacity.

Cafﬂﬁ]tier 5% 1 Otyﬂ

Write Intensive

. SSD
Capacity tier A“ +

with
Read Intensive FI h

= | Flas HDD

MU or Wi

24 x 1.2TB S50 = 28.8TR as capacity
2% 7H0GE NVMe = 1.5 TB as cache

Azure Stack HCI 105}

4% ATE HDD = 16TB as capacity
2 % 800GB S50 = 1.6 TB as cache

4PB

on Windows per Server per
. t |
Server 2019 (maximum) “(maximum)
English: hitgs://d CrOSOTLCom,/ en-us windows-s -_ -_ Mcron

Japanese: hilps

i. Microsoft provides guidelines for making the design.

1. English: https://docs.microsoft.com/en-us/windows-

server/storage/storage-spaces/choosing-drives

2. Japanese: https://docs.microsoft.com/ja-jp/windows-

server/storage/storage-spaces/choosing-drives
About all flash: If you have 24x 1.2TB SSD = 28.8TB for your capacity tier,
you need to have 2x 750GB NVMe SSD = 1.5 TB as your cache tier (5% of
capacity tier will be required).
About SSD (or NVMe) + HDD: If you have 4x 4TB HDD = 16TB for your
capacity tier, you need to have 2x 800GB NVMe or SSD = 1.6 TB as cache
tier (10% of capacity tier will be required).

ii. Please select the correct SSD type/capacity for the cache tier and
capacity tier.
iii. The following is the actual Micron performance data, which may be a
good reference for you.
1. 544K I0PS =4 x NVMe 9300 as cache tier + 8 x SSD 5300 on
2 x HPE ProLiant DL380 Gen 10 servers with 100GB NIC

NVMe SSD Best Practices on Microsoft Azure Stack HCI 15 (I(‘EICI’OD’



https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/choosing-drives
https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/choosing-drives
https://docs.microsoft.com/ja-jp/windows-server/storage/storage-spaces/choosing-drives
https://docs.microsoft.com/ja-jp/windows-server/storage/storage-spaces/choosing-drives

2. 462K IOPS = 4 x NVMe 9300 as cache tier + 8 x SSD 5300 on
2 x HPE ProLiant DL380 Gen 10 servers with 256GB NIC

3. 438K I0OPS =4 x NVMe 9300 as cache tier + 8 x SSD 5210 on
2 x HPE ProLiant DL380 Gen 10 servers with 100GB NIC

4. 431K IOPS = 4 x NVMe 9300 as cache tier + 8 x HPE HDD on
2 x HPE ProLiant DL380 Gen 10 servers with 100GB NIC

5. 113K I0OPS =4 x SSD5300 as cache tier + 8 x HPE HDD on
2 x HPE ProLiant DL380 Gen 10 servers with 100GB NIC

Notel: Note: 80 VMs (40 VM per Node) — Azure D1 size (4KB 10 Block, 100%
Random [67% Read / 33% Write])

Note2: 100GB NIC Mellanox MCX516A-CCAT 100GbE NIC dual port QSFP28

Note3: 25GB NIC HPE Ethernet 10/25Gb 2-port 621-SFP28 adapter [867328-B21]

7. How to choose disk controller

a. HPE offers a lot of choice for disk controllers. However, we do not need to use a
high-spec one. We can use a normal disk controller because of two reasons. One
is that the HPE standard disk controller has enough specifications even with the
entry-level model. The other reason is that Azure Stack HCI uses the pass-
through mode (HBA mode). So, no special about disk controller needed. If you
have performance issue with your disk controller, | recommend you reach out to
Microsoft support and contact your hardware vender. You might also think abot

queue depth [QD] on your disk controller.

NVMe SSD Best Practices on Microsoft Azure Stack HCI 16 Mlcron




BIOS Configuration

Power On the server.

Please push F9 to get the below screen.

gows2dtest02-con

HPE ProLiant Hewlett Packard

Enterprise

Deve lopment LP

tem Memory: 768 GB

» Hyperthreading is enabled

Workload Profile: General Power Efficient Compute

Power Regulator Mode: Dynamic Pow 5
ced Memory Protection Mode: Fast Fault Tolerant Memory (ADDDC) persistent
ot Hode: UEFI r:::;:
SmartMemory authenticated in all populated DINH slots.
v v

. . F e ) . . o - e erve Secure Start  Smart Storage
Starting required devices. Please wait, this may take a few moments.... Confi o Energy Pack

v v
Smart Array Dynamic HPE
Power Capping

v v v

L ETan . AT A HPE RESTH Sea of Se
F:FE98:4E1A hes umnwrs

v ' v

[Ee]

m System Utilities Intelligent Provisioning @ Boot Menu @ Network Boot ”1:::"' mw::m

1024 x768 POST Code : 0034 » O

Acron
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Please select System Configuration

gows2dtest02-con

HewietPackars - System Ulilities

Enterprise

A System Utilities >

System Configuration []

One-Time Boot Menu
Embedded Applications
System Information
System Health

Exit and resume system boot
Reboot the System

Select Language English v

Setup Browser Selection Auto v
Enter: Select
it

O Changes Pending O Rel quired F7: Load Defaults F10: Save F12: Save and Exit

1024 x768 POST Code : 003D

Please select BIOS/Platform Configuration (RBSU). And Please choose Virtualization — Max

Performance as below.
Japanese

https://h50146.wwwb.hpe.com/products/servers/document/pdf/882269-002ajpn.pdf

English

https://support.hpe.com/hpsc/doc/public/display?docld=a00018313en_us

Hewertpacard Bl OS/Platform Configuration (RBSU)

Enterprise

ﬁ System Utilities > System Configuration > BIOS/Platform Configuration (RBSU) >

HPE BIOS/Platform Configuration (RBSU)

ProLiant
Server SN: 3 Workload Profile

Virtualization - Max Performance A

ILO |Pv6: FE80
User Default: O

o Question

Achange in Workload Profile selection can adjust several other options. Do you wish to continue?

OK Cancel

Enter:  Select
ESC: Exit

e mbedded UEFI Shell
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https://h50146.www5.hpe.com/products/servers/document/pdf/882269-002ajpn.pdf
https://support.hpe.com/hpsc/doc/public/display?docId=a00018313en_us

Please refer to other profile options.

Workload Profile Dependencies - Intel-based servers

Table 1: Workload Profiles General Power Efficient Compute — Low Latency

SR-1OY
YWT-O
WTox

Fower
Regulator

Minimum
Processor Idle
Power Core C-
sfate

Minirmum
Processor Idle
Power
Fackage C-
state

Energy
Ferformance
Eias
Collaborative
Fower Control

Intel DM Link
Frequency

Intel Turbo
Boost
Technalogy

Intel NIC Dk A,
Channels
(10AT)

HW Prefetcher

Adjacent
Sector
Prefetch

DCU Stream
Prefetcher

DCuUIP
Prefetcher

General
Power
Efficient
Compute

#
#
*

Oynamic
Fowyer
Savings

Ch

FPackage C@
Retention

Balanced
Ferformance

Enabled

Auto

Enabled

Enabled

Enabled
Enabled

Enabled

Enabled

General Peak  General

Freguency
Compute

X
hd
it

Static High
Performance

FPackage CB
Retention

Dizabled

Auto

Enabled

Enabled
Enabled

Enabled

Enabled

NVMe SSD Best Practices on Microsoft Azure Stack HCI

Thraughput
Compute

X
X
x

Static High
Performance

FPackage CB
Retention

Wax
Performance

Dizsahled

Auto

Enahled

Enahled
Enahled

Enahled

Enahled

19

Yirtualizatio
n- Power
Efficient

Enabled
Enabled
Enahbled
05 Control

CH

Package CG
Retention

Balanced
Ferformanc
e

Enabled

Auto

Yirtualization
- Wl ax
Performance

Enabled
Enabled
Enahbled
Static High

Performance

Mo C-states

Mo C-states

hax
Ferformance

Dizahled

Auto

Enahled

Low Latency

Dizabled
Dizahled
Disabled
Static High

Performance

Mo C-states

Mo C-states

Max
Ferformance

Dizabled
Auto

Disabled

Enabled
Enabled

Enabled

Enabled

Tahle Confinued

Acron




Please select onboard disk controller (HPE Smart Array)

gows2dtest02-con.micron.com

Hewletackard  SYStem Configuration

Enterprise

‘n- System Utilities > Systern Configuration >

HPE
ProLiant DL380 Gen10

Server SN: JPI .|

ILO |IPv6: FESD::0A
User Default: OFF

Select

Exit

Help

Load Defaults
Save

Save and Exit

1024 x 768

System Configuration
o

iLO 5 Configuration Utility

Embedded RAID 1 : HPE Smart Array P408i-a SR Gen10

Embedded LOM 1 Port 1 : HPE Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 2 : HPE Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 3 : HPE Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 4 : HPE Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded FlexibleLOM 1 Port 1 : HPE E Slot 1 : HPE Smart Array P408i-p SR Gen10
Embedded FlexibleLOM 1 Port 2 : HPE E gz:i:'%uration Utility for HPE Smart Array P408i-p SR
Slot 1 : HPE Smart Array P408i-p SR Ge#

Slot 2 Port 1 : HP Ethernet 10Gb 2-port 50T Adapter - NIC

Slot 2 Port 2 : HP Ethernet 10Gb 2-port 530T Adapter - NIC

Slot 3 Port 1 : HPE Eth 10/25Gb 2p 621SFP28 Adptr - NIC

Slot 3 Port 2 : HPE Eth 10/25Gb 2p 621SFP28 Adptr - NIC

Required

POST Code : 003E

Please select Array Configuration

Hewtettpackard - OYStem Configuration

Enterprise

ﬁ System Utilities > System Configuration > HPE Smart Array P408i-p SR Gen10 >

HPE
ProLiant DL380 Gen10

Server SN: JPNS30001TN

iLO IPv4: 10.163.75.33
ILO IPvE: FE F1:EAFF.FE98:4E1A
User Default: OFF

NVMe SSD Best Practices on Microsoft Azure Stack HCI 20

HPE Smart Array P408i-p SR Gen10

Controller Informati Array Configuration

Configure Controlle Creates new array(s) from the list of drives available
and manages the existing arrays

Array Configuration i
A

Disk Utilities

Set Bootable Device(s) for Legacy Boot Mode
Administration

Exit and launch Smart Storage Administrator (SSA)

Acron




Please select “Create Array”.

Hewietbackard - SYStem Configuration »?

Enterprise

Create Array

Creates an array from the group of selected physical
drives of same type. Once an array is created, the

unused space Is available for creating logical drives.
HPE Al'ray CC SAS-SAS/SATA-SATA combination is only allowed,
ProLiant DL380 Gen10 Mixed combination like SAS-SATA is not allowed.
Server SN:JPN930001N Create Arra .,
iLO IPv4: 10.1 ta
MY RNI RISy Create SmariCacha Array
User Default: OFF Manage Arrays

‘n- System Utilities > System Configuration > Array Configuration >

Please choose both SSD disk which is installed rear side.

Hewtetpackard  SYStem Configuration F?

Enterprise

= More Forms > HPE Smart Array P408i-p SR Gen10 > Array Configuration > Create Array >

HPE Create Array

ProLiant DL380 Gen10
Server SN: JPNS20001P E| Port:1l Box:6 Bay:1 Size:960.1 GB SATA-SSD ATA  Micron_5300_MTFD

[=]Port: 1] Box:6 Bay:2 Size:960.1 GB SATA-SSD ATA  Micron_5300_MTFD

: AF1:EAFF: 3:403
User Default: OFF [Proceed to next Form] 5]

Please choose RAID 1.

Hewietbackard SYStem Configuration

Enterprise

= More Forms > Array Configuration > Create Array > Set RAID Level >

HPE Set RAID Level
ProLiant DL380 Gen10
Server SN: JPN930001 N RAID Level "

iLO IPv4: 10.1 33
iLO IPv6: FESD::0AF 1 :EAFF:FE98:4ET A [Proceed to next Form]
User Default:

Hewletbackard  SYStem Configuration

Enterprise

= More Forms > Array Configuration > Create Array > Set RAID Level >

HPE Set RAID Level
ProLiant DL380 Gen10

Server SN: JPNS30001N RAID Level
ILO |Pv4:10.163.75.33

iLO IPv6: FEB0::0AF 1:EAFF:FEQ8:4E1 A [Proceed to next Form] 5]
User Default: OFF 3

Acron
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If you would like to label, please add what you want. Click F12: Save and Exit

gows2dtest02-con.micron.com

Hewertpacard SYStem Configuration

Enterprise

= More Forms > Create Array > Set RAID Level > Set Logical Drive Configuration >

HPE Set Logical Drive Configuration
ProLiant DL380 Gen10

Server SN: JEN930001N Logical Drive Label Windows 2019 Server DC
iLO IPv4:10.186

iLO IPv6: FER0:0AF 1 -EAFFFESRAET A [ I MR v, i v
User Default; OFF P P 256 KiB / 258 KiB

3

Size 745.180

Unit Size GiB v
SSD Over Provisioning Optimization Disable v
Acceleration Method HPE SSD Smart Path v
[Submit Changes]

Select

Exit

Help

Load Defaults
Save

Save and Exit

ttp: /A hpe.com/qref/ProLiantGen1 OUEF FHelp

(O Reboot Required F7: Load Defaults F10: Save F12: Save and Exit |
3

Please confirm the result on Logical Drive Details screen.

Y

Hewtertpackard  OYStem Configuration

Enterprise

= More Forms

HPE Logical Drive Details
ProLiant DL380 Gen10

Server SN: JPNS30001P Status Ok
iLO Pv4: 10.163.75.32 Size £94,2 GIB(960.1 GB)
ILO IPv6: FE \F1:EAFF:FES8:4D30 RAID Level RAID1
CECOERE VRS Legacy Disk Geometry(C/H/S) 65535/255/32
Strip Size 256 KiB
Full Stripe Size 256 KiB
Logical Drive Label Windows Server 2019 Datacenter
Acceleration Method HPE SSD Smart Path
Volatile Key Disabled
Volatile Backup Key Disabled
Volatile Key Status No Operation
Select Logical Drive Members:
E::E girﬂ | Box:6 Bay:1 Size:894.2 GiB(960.1 GB) SATA-SSD ATA  Micron_5300_MTFD Status:

Load Defaults
Save
Save and Exit

CF;Ert:W | Box:6 Bay:2 Size:894.2 GiB(960.1 GB) SATA-SSD ATA  Micron_5300_MTFD Status:
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Please select 25GbE in “Link Speed” if you use 25GbE NIC.

gows2dtest02-con.micron.com

Hewtettpaciars SYStem Configuration

Enterprise

ﬁ System Utilities > System Configuration > HPE Eth 10/25Gb 2p 621SFP28 Adptr - NIC >

HPE HPE Eth 10/25Gb 2p 621SFP28 Adptr - NIC
ProLiant DL380 Gen10

Main Configuration Page

\FF:FE98:4ETA Firmware Image Properties [>]

Device Level Configuration
Port Level Configuration

Partitioning Mode Default v
Device Name HPE Eth 10/25Gb 2p 621SFP28 Adptr
Chip Type BCM57940S A2
PCI Device ID 8070
PCI Address 13:00:01

Select

Exit Link Status onnaciad

Help

Load Defaults Link Speed 5 Gby

Save
Save and Exit
Permanent MAC Address

94:F 1:28:A8:68:4D

Ittp: /A hpe com/qretProLiantGent 0UEFIHelp

Q) Ehang

1020768

Please check the firmware version. | recommend you install latest one (refer to the HPE
web page).

Hewterpackard  SYStem Configuration

Enterprise

= More Forms > HPE Eth 10/25Gb 2p 621SFP28 Adptr - NIC > Firmware Information >

HPE Firmware Information
ProLiant DL380 Gen10

Server SN: JP 001N

Family Firmware Version
MFW Version
UEFI Driver Version 04.01.06.12

L2B Firmware Version 08.33.01.00

Select

Exit

Help

Load Defaults
Save

Save and Exit

Q oot Required F7: Load Defaults F10: Save F12: Save and Exit

POST Code : 0038 ssL
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Please confirm the following points in your BIOS setting if you are not using the HPE
ProLiant Gen10 model. The Gen10 model will optimize the setting automatically and does

not need much configuration.

1. BIOS
2. HBA mode
@ Genl0 will optimize the setting well. but you need to set it up as HBA mode (pass

through setting) on Gen8 or Gen?.

OS Installation
HPE ProLiant DL380 Gen 10 has an iLO console. If you are not familiar with iLO, please

refer to:
® English
> http://itdoc.hitachi.co.jp/manuals/ha8000v/hard/Gen10/iLO/880740-004_en.pdf
® Japanese - HAEE
> https://h50146.wwwb5.hpe.com/lib/products/servers/proliant/manuals/880740-
191 ja.pdf

Please access the iLO console and mount the OS installation ISO file.

Floppy

CD/DVD > Virtual Media URL

Local ~iso file

‘gows2dtest02-con

@ = x
4 0 > PC > OS(C) > TEMP > v U  TEMPDER »

R HLLOAS- = m @
PPTmaterial # ~ &7 "

Terminal Client

@ OneDrive - Micror share

- SW_DVD3 Win Server STD_CORE 2019 64Bit E..  2018/11/29 5:12 TARY A 4= TPAlL 47298
3 D ATIIIE
3 F9y0-F
= A%
3 P24k
= ErFy
BU77
b 53-997
.0s(0)
s RU2-4 (€D
chiminrans (¥
I74 11N SW_DVDS_Win_Server_STD_CORE_2019_64Bit English.DC_STD_MLF. ~| |Bisc Image File (*iso)

BA<(0) Feotl
ss @O

A%cron
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http://itdoc.hitachi.co.jp/manuals/ha8000v/hard/Gen10/iLO/880740-004_en.pdf
https://h50146.www5.hpe.com/lib/products/servers/proliant/manuals/880740-191_ja.pdf
https://h50146.www5.hpe.com/lib/products/servers/proliant/manuals/880740-191_ja.pdf

Press any key (space key is fine)

gows2dtest02-con

Press any key to boot from €D or DVD....

1024 x 768

Please wait several minutes.
gows2dtest02-con

Loading files...

1024 x 768

Acron

NVMe SSD Best Practices on Microsoft Azure Stack HCI 25




Please choose your preferred setting.
gows2dtest02-con

14 Windows Setup

Windows Server: 2019

Language to install: [English (United States) 2

R CELERITERR ERREL English (United States) -

Keyboard or input method: [[Il§

Enter your language and other preferences and click "Nex

1024 x 768

Please click “Install now”.

Hd Windows Setup

Windows Server: 2019

Install now

Repair your computer

seation. All rights reserved
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Please click “Windows Server 2019 Datacenter Experience”. The edition can support S2D.
gows2dtest02-con

) g Windows Setup

Select the operating system you want to install

Operating system Architecture Date modified
Windows Server 2019 Standard whd 10/29/2018
Windows Server 2019 Standard (Desktop Experience) 64 10/29/2018
‘Windows Server 2019 Datacenter

ow enter

Description
This opticn installs the full Windows graphical environment, consuming extra drive space. It can be
useful if you want to use the Windows desktop or have an app that requires it

llecting informatio

1024 x 768

Please check “l accept the license terms”. Then, click “Next”.

gows2dtest02-con

g ey Windows Setup

Applicable notices and license terms

Your use of this software is subject to the terms and conditions of the license
agreement by which you acquired this software. If you are a volume license
customer, use of this software is subject to your volume license agreement. You
may not use this software if you have not validly acquired a license for the
software from Microsoft or its licensed distributors.

EULAID:Sept2018_V_en-us

[]1 accept the license terms

1 Collecting information 2 Installing Windows

1024 x 768

A%cron
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Please choose “Custom: Install Windows only(advanced)”.

gows2dtest02-con

@ gy Windows Setup

Which type of installation do you want?

‘ypgmdc: Install Windows and keep files, settings, and applications
he an e moved to Windows with this option. This

1 Collecting information 2 Installing Windows

1024 x 768

The OS diskspace is where you configure RAID 1 with rear SSD disks.

@ g Windows Setup

Where do you want to install Windows?

Name Total size Free space

Drive 0 Unallocated Space 14904 GBE 14904 GB

Drive 1 Unallocated Space 14904 GB 14904 GB
Drive 2 Unallocated Space 7452 GB 745.2 GB Offline
Drive 3 Unallocated Space 29808 GB 2980.8 GB

Drive 4 Unallocated Space 29808 GB 2980.8 GB

f':‘t:ll rat

A%cron
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-@ ﬁ Windows Setup

Where do you want to install Windows?

Mame Total size Free space Type i

Drive 0 Unallocated Space 1490 4 GB 14904 GB
Drive 1 Unallocated Space 1490 4 GB 1490 4 GB
Drive 2 Unallocated Space 7452 GB 7452 GB Offline
Drive 3 Unallocated Space 29808 GB 2980.8 GB

Drive 4 Unallocated Space 29808 GB 2980 8 GB

44 Refresh '). Delete .’.[_'UII".!L' Mew

&% Load drver '_j-l Extend

h Windows can't be installed on this drive. (Show details)

Windows Setup il

The selected drive is offline. The drive needs to be enline to install Windows.
l Click OK to get the drive online or click Cancel to go back

Q o) Windows Setup

Where do you want to install Windows?

Mame Total size Free space Type .

o Drive 0 Unallocated Space 1490 4 GB 14904 GB

s Drive 1 Unallocated Space 14904 GB 14904 GB

= Drive 2 Unallocated Space 7452 GB 745.2 GB

= Drive 3 Unallocated Space 29808 GB 29808 GB

— Drive 4 Unallocated Space 29808 GB 2980 .8 GB o
é3 Refresh 7 Delete o Format New
£ Load driver oo Extend

NVMe SSD Best Practices on Microsoft Azure Stack HCI 29
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Please wait for 25 minutes.

é.l Windows Setup

Installing Windows

Status

f r - Armddey e Flac
J Copying Windows files
Getting files ready for installation (0%)

Installing features

Installing updates

Finishing up

Please put in the password for local Administrator.

gows2dtest02-con

Customize settings

Type a passward for the built-in administrator account that you can use to sign in to this computer.

User name

Password

1024 x 768
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Please login new server.

CTRL+ALT+D
o @ = @
LALT | | RALT

Keyboard Layout >

gows2dtest02-con

3:33

Monday, September 2

1024 x 768
gows2dtest02-con

1024 x 768
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Network Information

If you are using a company network, you can click “Yes”. But be sure to follow your

company's security policy.

gows2dtest02-con

= Networks
Try managing servers with Windows Admin Center
Windows Admin Canter brings together new and familiar features in one browser-based 3 Network
2pp. It runs on a server or 3 PC. and there's no additional cost beyond your VWindows

licenses.

Do you want to allow your PC to be
discoverable by other PCs and devices
on this network?

Get more info at aka ms/windowsAdmi

PR =

[ Don' show this message again
We recommend allowing this on your
home and work networks, but not
public ones.

WHAT'S NEW

SRR Sk i

LEARN MORE

ROLES AND SERVER GROUPS

groups: 1 | Servers total

File and Storage -

[ Serices 1 B Local Server
(® Manageability (® Manageability
Events Events
Performance Services

BPA results Performance

BPA results

L

Windows Server
Search

Settings Server Manager

Windows Accessories S fh B

Windows
Windows Administrative Tools . Administrativ... Task Manager Control Panel

Windows Ease of Access

Windows PowerShell

Event Viewer File Explorer

Windows Security

Windows

1024 x 768
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Please choose “Windows Defender Firewall with Advanced Security” from Tools.

gows2dtest02-con.micron.com

[ Server Manager

Server Manager * Dashboard

#8 Dashboard WELCOME TO SERVER MANAGER

Local Server

All Servers

Lo ]

File and Storage Services P>

WHAT'S NEW

LEARN MORE

ROLES AND SERVER GROUPS

Server gro | Servers tota

-@1F

Manage  Tools  View

Component Services
Computer Management
Defragment and Optimize Drives
Disk Cleanup

Event Viewer

iSCS! Initiator

Local Security Policy

Micrasoft Azure Services

ODBC Data Sources (32-bit)
ODBC Data Sources (64-bit)
Performance Monitor

Print Management

Recovery Drive

Registry Editor

Resource Monitor

Services

System Configuration

System Information

Task Scheduler

File and Storage
Services

Local Server

Manageability Manageability

Events Events

Performance Services

BPA results Performance
BPA results

e m i

1022 %768

Windows Defender Firewall with Advanced Security hsJ
Windows Memory Diagnostic

Windows PowerShell

Windows PowerShell (x86)

Windows PowerShell ISE

Windows PowerShell ISE (x86)

Windows Server Backup

1:24 AM
2019

Please click “Inbound Rules” and click “New Rule---". Select “Custom”.

@
File Action View Help
| 7 m H

K2 Inbound Rules A

Name Grou Profile
&5 Outbound Rules P

| Alloyn Router

Alllaun Bavtar 1IN0 L) Allisun Roust, n

Domai...

Actions

Enabled Action || Inbound Rules

Ves Allow &3 NewRule...

¥ Connection Security Rules @ Aluoyn Router (TCP-In)
- 0
W New Inbound Rule Wizard

Rule Type
Select the type of firewall rule to create.

What type of nule would you like to create?

Ports Q
Rule that controls connections for a program

O Port
Rule that controls connections for a TCP or UDP pont.

() Predefined:
Aldoyn Router
Rule that controls connections for a Windows experience

Custom
Custom rule.
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Alow
X Jlow

Jlow

Y Filter by Profile >
Y Filter by State 3
W Filter by Group 3

View »

Jlow
Jlow
Jlow

I G Refresh
ow e

Export List...

H Help

Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Jlow
Now

Now




Pls select “All Programs”.

i @
File Action View Help
L o ARaY oo B

P Windows Defender Firewall wit] B e e Lo o] Actions
Inbound Rull A
I I botind s Name Group Profile  Enabled  Action || Inbound Rules -

&3 Outbound Rules
@ Alloyn Router (TCP-In) Alloyn Router Domai... Yes Allow New Rule..

Fi Connection Security Rules -
e U Alleun Rastar 000} AllenReutar  Demai o Vac  Allow
= 7 Filter by Profile »
@ New Inbound Rule Wizard X Jiow s
v
v

Now Filter by State

Program Filter by Group

liow
Specéy the full program path and executable name of the program that this e matches

v v -

Jlow View

Jlo
& |G Refresh

Jlow
Does this rule apply to al programs or a specific program? Hlow 3 Export List...

Jlow B Hep
o Jlow

Fiude applies to all connections on the computer that match other ne properties. Now
llow

Jlow
Jlow

() This program path:

llow
Example: ¢\path\program exe

“ProgramFies . \browser'browser exe Bow

Jlow
Nlow
Services Customize Jlow
Specify which services this rule applies to llow
Jlow
Jlow
Jlow
Jlow
llow
llow
Jlow

Jlow

10262768

Please select ICMPv4 as below.
i @

File Action View Help

e 2@ = HE
| P Windows Defender Firewall witl [T e L o] Actions
Inbound Rul X
| gé‘ ST Name Group Profle  Enabled  Action A || Inbound Rules N
utbound Rules
B Connection Security Rules & Alloyn Router (TCP-In) Allioyn Router Domai... Yes Allow & NewRule..
. . Al Rout, LIND . In) AL Roust, n. i Jl v Filter by Profil »
= iiter by Frofile
& New Inbound Rule Wizard X Jlow i
how ¥ Filter by State 13
Protocol and Ports liow T Filter by Group »
Specfy the protocols and ports to which this rule apples low View »
Jlow
bon 6 Refresh
w
To which ports and protocols does this rule apply? How Export List...
ogram llow Help
Jlow
» Protocol and Ports Protacol type ICMPv4 ~ Now
Protocol number: O Jlow
2 HOPOPT How
. Local port fGue Jlow
TCP llow
\%E’/E Jlow
R e IPvE-Route Jlow
emgte P IPvE-Frag llow
ICMPv6 flow
IPvE-NoNut Jio
PyE Opts L
o
Intemet Control Message| \;(ZSIP e
(ICMP) settings: s llow
e llow
Jlow
Jlow
Jlow
Jow

< Back Next > Cancel
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Please click “Next”.

i@
File Action View Help
oo nm = HEE

& Windows Defender Firewall witl LT Actions

I i Inboumd s Name Group - Profile  Enabled  Action * || Inbound Rules -
K3 Outbound Rules

% Connection Security Rules [/] AlUoyn Reuter (TCP-In) AlUoyn Router Domai... Yes Allow &3 NewRule...
oy — L Alllonn Rowter (LUDD.1n) Allloun Routar Nomai Vac Aflow

Filter by Profil
@ New Inbound Rule Wizard o v . er by Profile
s Now 7 Filter by State
e W Filter by Group

Jlow

vy v v v

Specify the local and remote IP addresses to which this rule applies Now View

Jlow

Refresh

Jlow
flow 3 Export List...

Which local IP addresses does this rule apply to? ::"W Help
= ow

(® Any IP address
@ Scope (O These IP addresses

Jlow
Jlow
Nlow
@ Profile Now
e Jlow
flow

flow

Customize the interface types to which this ule applies. Customize.. Jlow

|l
Which remote IP addresses does this nie apply to? fow

® Any IP address

Jlow

Jlow
O These IP addresses Tlow
Jlow
Nlow
Jlow
Nlow
Nlow

<Back Cancel

Please click “Next”.

)
File Action View Help
e 5m Hm

B2 Inbound Rules Name Group g Profile  Enabled  Action * || Inbound Rules -
Outbound Rules

-‘; Connection Security Rules @ Alloyn Router (TCP-In) Alloyn Router Domai... Yes Allow
| 5 e UM ANcn Rt 00D AllleunBRoutar  Demai o Vae  Allow
& New Inbound Rule Wizard X Jiow

Nlow

New Rule...
Filter by Profile
Filter by State

AR

Actia liow Filter by Group

Speciy the action to be taken when a connection matches the condtions specfied in the uie.

vy v v w

Jlow View

Jlow
Refresh

)
&

Jlow
Now % Export List.

Jlow H Hep
Jlow

What action should be taken when a connection matches the specfied conditions?

@) Allow the connection

ol and Ports This inchides connections that are protacied with IPesc s well s thoss v not

Now
) Allow the connection if it is secure Jlow
This includes only connections that have been y using IPsec. C Jlow

b
p Profile will be secured using the settings in IPsec properties and rules in the Connection Securty Now
Rule node:

Jlow
Jlow
Jlow
(O Block the connection How
Nlow
Jow
Jlow
llow
Jlow
Jlow
Jlow
Nlow
Now

|

Bk Cance
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Please check “Next”.

gows1dtest02-con.micron.com

i@
File Action View Help
&8 2m Hm

I &1 Inbound Rules

Name Gros Profile  Enabled
Outbound Rules v kb 5
. Connection Security Rules @ Alloyn Router (TCP-In) Aloyn Router Domai... Yes
[y L Allicon Rautac 1IN0 In) Allloun Rautae Damai Vac
o New Inbound Rule Wizard
Profile
Specify the profiles for which this rule applies
When does this rule apply?
d Ports (4] Domain
Applies when a computer is connected to s comorate domain
Actio 4 Private
Profile Applies when a computer is connected to a private network location. such as a home
or work place
Name Public
Applies when a computer is connected to a public network location.
< N
<Back Cancel

Action
Allow
Alow
X Jow
Jlow
How
How
Nlow
Jlow
Now
Jlow
Jow
Hlow
Now
Jlow
Jow
Jlow
Now
Hlow
Now
Jlow
How
Hlow
Jlow
How
Nlow
Jlow
Now
Now

|

A

Filter by Profile »
Filter by State

Filter by Group

v v -

View
3 Refresh
) Export List...

H Hep

Please put “ICMPv4” in Name field and add the description. Please click “Finish”.

ﬁ New Inbound Rule Wizard

Name

Specify the name and description of this rule

Steps:
@ Rule Type
@ Program

@ Protocol and Ports

X

s Scope Name
A ICMPv4
& Action
@ Profile Description (optional):
@ Name |Enable ICMPv4]

< Back
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Cancel




Confirm the results in this screen. You can ping the host now.

dministrator> Get-MetFirewallRule | Where-Object DisplayMame

{C77CF116-B -41 }F18-DCEDE7FI2C2D}
ICMPwd
Enable ICM
DisplayGroup
Group -
Enabled : True
Profile : Domain, Private
Platform
Direction : Inbound
Action : Allow
Block
Fal

The rule was parsed successftully from the store.
MotApplicable

urce 4 2= tentStore

urcaeType

\Administrator>

Please click “Setting” from the Start menu, and click “System”. Choose “Remote Desktop”.

Please enable Remote Desktop as below, which you can access thought Remote desktop

now.
Settings
® Home Remote Desktop i
Find a setting : | Remote Desktop b
System Remote Desktop lets you connect to and control this PC from a
remote device by using a Remote Desktop client (available for
Windows, Android, iOS and macQS). You'll be able to work from
= Display another device as if you were working directly on this PC.
Enable Remote Deskto
d) Sound P

@ o

D Notifications & actions

User accounts

J  Focus assist
Remote Desktop Settings

() Power & sleep)
Enable Remote Desktop?

= Storage
J You and users selected under User accounts will be able to connect to this PC remotely.
08 Tablet mode
. Confirm Cancel
B7  Multitasking

' Remote Desktop
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< Settings

¥ Home

Find a setting

System

3 Display

) Sound

C‘ Notifications & actions

J  Focus assist

(Y Power & sleep

= Storage

&

Tablet mode

i

Multitasking

| ¢ Remote Desktop

Remote Desktop

Remote Desktop

Remote Desktop lets you connect to and control this PC from a
remote device by using a Remote Desktop client (available for
Windows, Android, i0S and macQ5). You'll be able to work from

@ o

Advanced settings

Enable Remote Desktop

How to connect to this PC b

Use this PC name to connect from your remote device:

WIN-HS9POBR

Please click “Network & Internet” under your Windows settings.

another device as if you were working directly on this PC.

Show settings

Show settings

Settings

Windows Settings

System

sound, notifications,

Personalization

Background, lock screen, colors

Time & Language

Speech, region, date

Update & Security
Windows Update, recovery

backup

Devices

Bluetooth, printers, mouse

¢l Ease of Access
Narrator, magnifier, high

/O Search

Langua
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Network & Internet

Wi-Fi, airplane mode, VPN

Accounts

Privacy

Location, camera
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Please move to Network and Sharing Center. Please configure static IP address.

L} Network and Sharing Center

4 %% <« Network and Internet > Metwork and Sharing Center v O

Sear

View your basic network information and set up conne
Control Panel Home

View your active networks
Change adapter settings

Change advanced sharing Network Access t)f’l“’
settings Public network Connections:
Access type:
Connections:

Unidentified network

Public network

Change your networking settings

4G Set up a new connection or network

z'] Troubleshoot problems

Internet Options

Windows Defender Firewall

Please click “Embedded FlexibleLOM 1 Port 1.

AT

[m] X

ch Control Pane

P

ctions

Internet

Embedded FlexibleLOM 1 Port
1

No network access
Embedded FlexibleLOM 1 Port

PCle Slot 2 Port 1
PCle Slot 2 Port 2
PCle Slot 3 Port 1
PCle Slot 3 Port 2

Set up a broadband, dial-up, or VPN connection; or set up a router or access point.

Diagnose and repair network problems, or get troubleshooting information.

&
T+ ‘5: « Network and Internet > Network and Sharing Center v D Searc|
View your basic network information and set up connect
Control Panel Home
View your active networks
Change adapter settings
. A :
Change advanced sharing Network ceesshyper
settings Public network Connechions
Access type:
Connections: [J
Unidentified network
i} _ el p
Networking  Sharing
General
Connect using:
Connection | & HPE Ethemet 10/25Gb 2port 622FLR-S|
IPv4 Connectivity: Internet i
IPv6 Connectivity: No network access T
Media State: Enabled This connection uses the following items:
Duration: 13days 19:54:43 ] B Client for Microsoft Networks
Speed: 10.0 Ghps ? | ¥ TFile and Printer Sharing for Microsoft Ni
- ) Qo5 Packet Scheduler
Lz ¥l _y_ Intemet Protocol Version 4 (TCP/IPv4)
L] g Microsoft Network Adapter Multiplexor
¥ 4 Microsoft LLDP Protocol Driver
Activity W 4 lIntemet Protocol Version 6 (TCP/IPvE]
<
Sent Received |
Install ninsta I
Bytes: 60,839,692 823,443,395 Description |
il Transmission Control Protocol/Intemet Protoq
wide area network protocol that provides con
®propertes 9 sable S i across diverse interconnected networks.
Close

m|
Note: If you cannot ping from another server or clien

inbound rule.
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Control P

ions

Internet

Embedded FlexibleLOM 1 Port
1

No network access
Embedded FlexibleLOM 1 Port

Internet Protocol Version 4 (TCP/IPv4) Properties
General

You can get IP settings assigned automatically if your network supports
this capability, Otherwise, you need to ask your network administrator
for the appropriate IP settings.

(O) Obtain an IP address automatically

(@) Use the following IP address:
IP address: Lis15151 |
Subnet mask: [Z5.25.255..0 |
Default gateway: ot PR R (T

O n DNS ser ddr
(@) Use the following DNS server addresses:
Preferred DNS server: { 3.3.3 3 |
Alternate DNS server: A N SR
[] validate settings upon exit Advanced

==

t, try to enable “Public” in ICMPv4

Acron




Update Firmware and Driver Using Latest HPE SPP

You can download latest SPP from:
HTTPS Access: https://ftp.ext.hpe.com/hprc
Login ID: sppgenl0

Password: g0_Cstm+

If you need to use FTP access, use this link. ftp://sppgenl0:g0_Cstm-+@ftp.ext.hpe.com

Folder name: Gen10_SPP
File name: P26941 _001_genl10spp-2020.03.0-SPP2020030.2020_0402.3.iso

If you would like to use previous version, access Old_SPP folder.

The ISO enables online updates. Please mount the ISO on your Windows Server and launch

it to update your firmware and driver.

Please run “launch_sum.bat”.

314 = | Manage DVD Drive (D) SPP2019090 — O X
Home Share View Drive Tools ‘
&« v A » This PC » DVD Drive (D:) SPP2019090 ~w @ | Search DVD Drive (D:) SPP201... 2

MName - Date modified Type Size

¥ Quick sccess boot 9/ File folder
B Desktop oupD 9 File folder
‘_' Downloads fi 9 File folder
| Documents EULA 9 File folder
i=| Pictures hp g File folder
temp rnanifest 9/ File folder
temp packages 9 File folder
pxe 9 File folder
£ This PC restful_api 9/ File folder
¥ Network system 9/ File folder
ush 9/ File folder
WIN_DRV 9/ File folder
xml 9 File folder

_'| boot.catalog 9 CATALOG File 2KB

E] contents.html 9/ HTML Document J45KB

launch_sum.bat 9/ Windows Batch File 1KB

| 7 1aunch_sum.sh SH File 1KB

a README.html 1 HTML Document 7KB
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ftp://sppgen10:g0_Cstm+@ftp.ext.hpe.com/

You will see below.

BE C:\Windows\system32\cmd.exe - D¥\packages\smartupdate.bat — O *

1sum”

talled on Windows n , if it is not a y pr t. This will hel

sum i 1 5 5 and s > . FTP is disabled.

Please click “Localhost---".

201146 ~ € Cettificateerror & | Search... o~

2/index.htmI?BMN=15

= Smart Update Manager 8.4.5

Welcome to Smart Update Manager

Select option

Launch wizard to update server running SUM.

-

Localhost Guided Update  Baseline Library Nodes

Simplified deployment Import software and Manage, analyze, and

in three steps deploy updates to
nodes.

ds.micron.com
Internet access

a1 A%cron
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| have used “Automatic” and “Baseline---".

Localhost Guided Update

Select deployment mode

Automatic mode will inventory and deploy all applicable updates without user
interaction on the system running SUM.

- =

Mode (O Interactive (@ Automatic

® Baseline or Install Set O iLO Installation Queue

Baseline selection

(Optional) Select an already added baseline andfor additional package to apply
to this node. The location from where SUM is running is used as the default.

Current baseline
selected

Current additional
package

[] Assign different baseline

m Cancel
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e == https://localhost:63002/index htmI?BMN= 1569854201146/ guided-update/show = 9 Certificate error © | Search.. 0~ oy @

HP End-User License Agreeme... | = Localhost Guided Update

Localhost Guided Update

Steew1

Inven

Inventory of baseline and node

¥ Inventory of baseline

B Semvice Pack for ProLiant  Baseline successfully added  [IIIINININGNGE Total components 909

¥ Inventory of Localhost

localhost  Inventory in progress [l Inventory started

Next Abort Start Over Reboot

& Copyright 2018 Hewlelt Packsrd Enterprise Development LP

Troubleshooting: When you see the screen below “Failed”, you must use “lanch_sum.bat”

with “Run as administrator”.

Inven

Step 1
ory

Inventory of baseline and node

¥ Inventory of baseline

®  default Failed to add C:/Users/ad-yema/AppDatallocalllocalsum - is an invalid location. The selected location must have one or more components or be
baseline the root of an SPP.

v Inventory of Localhost

B ocalhost  Added node

Abort Start Over
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i =
=N K Manage DVD Drive (E:) SPP2020030
Home Share View Application Tools
- v 4 > ThisPC > DVD Drive (E:) SPP2020030
Name . Date modified T
3 Quick access
I Desktop * gl ¥
DuD F
w!- Downloads + of F
|=| Documents * EULA F
= Pictures o hp F
[ This PC manifest 4/2/2020 1:16 PM F
packages 4/2/2020 1:33 PM F
¥ Network prerequisite 4/2/20201:16PM  F
pxe 4/2/20201:35PM  F
restful_api 4/2/2020 1:25 PM F
system 4/2/2020 1:42 PM F
usb 4/2/2020 1:42 PM F
WIN_DRV 4/2/2020 11:57 AM F
xml 4/2/2020 1:14 PM F
" | boot.catalog 4/2/2020 1:42 PM C
2 contents 4/2/2020 1:16 PM H
([ launch_sum 42/20201:25PM W
Open 4/2/20201:25PM S
Edit 12/3/2018 1:37 PM H
Print
® Run as administrator
Run as different user
& Share

If you would like to check the detail before clicking “Next”. Please follow it.

Smart Update Manager 8.4.5 |

Localhost Guided Update

Actions v
Advanced options

Reports
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Please click Generate after select report type.

Reports ?
Select Report Types A

Inventory

Firmware details

Deploy preview

Failed dependency details

Deploy details

O~ J & @

Combined report

Select Report Format

® HTML
O XML

O csv
Advanced Report Options

Set report output path:

Browse or manually enter a directory path where the reports should be generated.

Enter directory path C:\cpgsystemisumilog Browse

[0 Generate Report in Background

Reports Center

Generated ¥ Report

-

EJP:pon E’FB':?.Y Ea}l.l_e_d_d_“” Inventory E?‘?E’med Format N?de Status

Start Over Close

Firmware

Report generation is in progress

L]

Generate Report in Background

Acron
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Reports Center

Generated v N Deploy Deploy  Failed N ~ Combined ) . S
At Report Path Firmware preview details  Dependency Inventory report Format Node(s)  Status
Sep-30-2019  C:\cpgsystem\sumilog . | . | . ] . ] . ] html localhost Completed X
07:57:45:571 . . ) . ) ’
am View View View Details ~ View View
Details Details Details Details
I & = | log - O x
Home Share View o
<« v 1T > ThisPC » Local Disk (C:) » cpgsystem » sum » log » v O Search log P
Mame Date modified Type Size
7+ Quick access
localhost File folder
[ Desktop g ) )
S5UM_Combined_Report_09-30-2019_07-57-41 File felder
‘_' Downloads SUM_Deploy_preview_Report_09-30-2019_07-57-38 File folder
=] Documents * SUM_FailedDependency_Report_08-30-2019_07-57-35 File folder
| Pictures - SUM_Firmware_Report_09-30-2019_07-57-31 File folder
temp SUM_Inventory_Report_09-30-2019_07-57-28 File folder
ternp [] RunRecordn_0.0.0 File 0
=] SUM_Execution_Details_09-30-2019_07-36-13.xml XML Document 3
I This PC [ sum_execution_log_09-30-2019_07-36-13.raw RAW File 0
¥ Network
H “ ”
Please click “Next”.
-
e = https: Ihost: 53002/ 1569854201 g ps ~ @ Certificate error G | Search... o~

(& HP End-User License Agreeme...| = Localhost Guided Update

Smart Update Manager 8.4.5

Localhost Guided Update

Actions v

SteP 1
fory

Inven

Inventory of baseline and node

¥ Inventory of baseline

W Service Pack for ProLiant  Baseline successfully added (NN Total components 909

¥ Inventory of Localhost

B localhost  Inventory comploted MMM Update required

m Abort Start Over Reboot

© Copyright 2010 Hewlatt Fackard Enterpriss Development LF.
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Please review below.

e = https:/flocalnost63002/i 1569854201146%/guided-up - © Ceficateemor & | Search., p-

(& HP End-User License Agreeme... | = Localhost Guided Update % | == Iocalhost. & c\opay UM_.. | & Cicpa UM_...

Smart Update Manager 8.4.5

Localhost Guided Update

~
Actions v
Step 2
Review
Deployment summary
v - i P its
iLO Install Set management options
[ save Components as an Install Set on iLQ Repository
DI Update the existing recovery set with components (BIOS, iLO, IE, ME, CPLD) from t
Applicable Components: 25
Suggested Components: 19
Selected Components: 19
Oselect all [ Deselect all
Search Jel
Select Readyto v I Installed Available Reboot
Components " ackage praceed Type Criticality Version Version Required
setectea ]| Online ROM Flash Component for Windows x64 - HPE Integrated Lights-Out 5 ] Fimware  Recommended 1.3 1.45 No
(cp040393)
Selecteq ]| Online ROM Flash for Windows x64 - Advanced Power Gapping Microcontroller [ Fimware ~ Optional View Detalls ~ 1.0.7 Optional
Firmware for HPE Gen10 Servers (cp040538)
Selocted | NVMe Drive Eject NMI Fix for Intel Xeon Processor Scalable Famiy for Windows Software  Optional 1100 Required
(cp034635)
v

© Copyright 2010 Hewlatt Packard Enterprise Development LP

- x
e = 05£63002/1 1560854201146%/g P ~ @ Cenificate error & | | Search. o~ &
(& HP End-User License Agreeme... | = Localhost Guided Update % | == localhost & Cepy UM_... | & Ccpa: UM_... |

Smart Update Manager 8.4.5

Localhost Guided Update

Select Readyto v . Installed Available Reboot N
Components  Package proceed Type Criticality Version Version Required
Selectea ]| Onlino ROM Flash Gomponentfor Windous x54 - HPE Intograted Lights-Out 5 . Fimware  Recommended 143 145 No
(cp040393)
Selectea || Onlino ROM Flash for Windows x64 - Advancod Powor Gapping Microcontroler Fimware  Optional View Details 107 Optional
Fimware for HPE Gen10 Servers (cp040538)
Selectea ]| NMo Dive Efoct NI Fixfor Intol Xeon Processor Scalable Famiy for Windows Software  Optional 1100 Required
(cp034635)
Seiectea ]| HPE Broadoom NX1 1Gb Drier for Windows Server x64 Ediions (cp036126) . Diver  Optional 172.1.0 214000 Ne
Selectea || Agentless Management Servce for Windows X6 (cp039663) . Software  Optional 14400 Environment
Dependent
Selectea || HPE Sman Storage Adminstator Diagnasti Uity (HPE SSADU) CLIfor Windows = Software  Optional 34760 Optional
64-bit (cp033946)
Selectea || HPE Sman Storage Adminsuator (HPE SSA) for Windows £4-bi (cp036944) . Software  Optional D o
Selecteg || 1LO'% Channel Inerface Diver for Windows Server 2016 and Server 2018 . Diver  Recommended 4300 4500 Environment
(6p039937) Dependent
Selectea || HP Light-Out Onlne Configuration Utk for Windows 564 Edions (c037416) Software  Optional 5300 No
Selectea || 1LO S Automatc Server Recovery Diver for Windaws Server 2016 and Server 2019 Diiver  Optional 4400 Environment
(ep035140) Dependent
Sotectea | HPE Sman Storage Adminsrator(HPE SSA) CLIfor Windows G4ti (p030945) Software  Optional 34760 Optional
Seiectea | HPE Smart Aray Gent Contraller Diver for Windows Server 2012 R2, Windows Diver  Recommended 106100 01014 Required
Server 2016, and Windows Server 2019 (epD40553)
Vv
- A inpEEn enE - 2220 na

& Gopyright 2018 Hewelt Packard Enterprise Development LP
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e = nttps  hteI?BMN= 1569854201463 /quided-up. ~ © Centficateemor & Search...

(2 HP End-User License Agreeme... | = Localhost Guided Updaste % | == localhost 2 Chcpgsystem\sumilog\SUM_... | & C\cpgsystemisumilog\SUM_... |

Smart Update Manager 8.4.5

Localhost Guided Update

Selected I HPE QLogic FastlLinQ 10/25/50 GbE Drivers for Windows Server x84 Editions. [ ] Driver Optional 83320103 837370 Ne A
(cp035071)

Selected I Integrated Smart Update Tools for Windows x64 (cp039132) n Software  Recommended 2450 No

Selected | Matrox G200eH3 Video Controller Driver for Windows Server 2016 and Server [} Driver Optional 9.15.1.224 Required

2019 (cp038694)

Selected I HPE Smart Array SR Event Notification Service for Windows Server 64-bit Editions L] Software Recommended 12164 Required
(cp039146)
Selected I Identifiers for Intel Xeon Processor Scalable Family for Windows Server 2012 R2 to L] Driver Optional 10.1.17861.8101 No

Server 2019 (cp038754)

Sclected | HPE QLogic FasilinQ Oniine Firmwaro Upgrade Uiy for Windows Servor x64 u Fimware ~ Optional View Details 514.0 Required
Editions (cp035083)

Selected I Online ROM Flash Component for Windows (x64) - HPE Smart Array P408i-p L] Firmware Recommended 198 199 Required
PA408e-p, P408i-a, P408i-c, E208i-p, E208e-p, E208i-c, E208i-a, P408i-sb,
P408e-m, P204i-c, P204i-b, P816i-a and P416ie-m SR Gen10 (cp039215)

I Force Online ROM Flash Component for Windows x64 - HPE ProLiant DL380 Gen10 < Firmware  Optional U302.10- u30 2.10 - Required
(U30) Servers (cpli38505) (05/21/2019) (05/2112019)

I Force Online ROM Flash Component for Windows (x64) - VO000960JWTBK, ] Firmware  Critical View Details HPD5 Environment
VO001920JWTBL, VO003840JWTBN, VO007680JWTBP, MO000400JWTBQ, Dependent
MO000800JWTBR, MO001600JWTBT, MO003200JWTBU, MO006400JWTCD,

EQ000400JWTBV, EO000800JWTCA, EO001600JWTCB Drives (cp039369)

I Force Online Flash Component for Windows x64 - Gen10 NVMe Backplane PIC [ Firmware  Optional View Details 120 No
Firmware (cp037722)

I Force Online ROM Flash Component for Windows (x64) - MO000400JWUFT, ] Firmware  Optional View Details HPD1 Environment
MO000800JWUFU, MO001600JWUFV, MO003200JWUGA, MO006400JWUGE, Dependent
EOQ000400JWUGC, EC000800JWUGD and EQ001600JWUGE Drives (cp038952)

I Force Online ROM Flash Component for Windows x64 - Server Platform Services (SPS) < Firmware  Optional View Details 04.01.04 296 Required
Firmware for HPE Gen10 Servers (cp039727)

I Force Online ROM Flash for Windows x64 - HPE Gen10 Innovation Engine Firmware for <o Firware  Recommended  View Details 0212 Required w

HPE Gen10 Servers (cp039812)

© Copyright 2018 Hewlett Packard Enterprise Development LP

If you do not have any concerns, please click “Select All”.

Step 2

Review

Deployment summary

¥ localhost - applicable components

iLO Install Set management options

[Jsave Components as an Install Set on iLO Repository

[ Update the existing recovery set with components (BIOS, iLO, IE, ME, CPLD) from this run
Applicable Components: 25

Suggested Components: 19

Selected Components: 25

M Select all [ Deselect all
Search ol
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Please click “Deploy”.

= http: 1569854201 p ~ € Certificateerror €| Search. P=hd o @

= Localhost Guided Update

Smart Update Manager 8.4.5

Localhost Guided Update

Selected I Identifiers for Intel Xeon Processor Scalable Family for Windows Server 2012 R2to W Driver Optional 10.1.17861.8101 No ~
Server 2019 (cp038754)

Qogic FastLinQ Online Firmware Upgrade Uilty for Windows Server x64 " Fimware  Optional View Details  5.1.4.0 Required

Selected ||

s (cp035083)
I Select Online ROM Flash Component for Windows (x64) - HPE Smart Array P408i-p, L] Firmware  Recommended 198 199 Required
PA08e-p, P40Si-a, P408i-c, E208i-p, E208e-p, E208i-c, E208i-a, P408i-sb,
Pd08e-m, P204i-c, P204i-b, P316i-a and P416ie-m SR Gen10 (cp039215

Forcea ]| Online ROM Flash Gomponent for Windows 64 - HPE ProLiant DL380 Gent0 S Fimware ~ Optional 10- U302.10- Required
(U30) Servers (cp038505) (©51212019)  (05121/2019)

Forced [ Online ROM Flash Component for Windows (x64) - VODOD9GOJWTEK o Fimware  Critical View Details  HPD5 Environment
VO001920JWTBL, VO003840JWTBN, VO007680JWTBP, MO000400JWTBQ, Dependent
MOO00B00JWTBR, MOOO1600JWTBT, MO003200JWTBU, MO00§400JWTCD,

EO000400JWTBVY, EQ000800JWTCA, EQ001600JWTCB Drives (cp039369)
Onling Flash Component for Windows x64 - Gen10 NVMe Backplane PIC o Fimware  Optional View Details 120 No

Forced
Firmware (cp037722)

Forced I Online ROM Flash Component for Windows (x64) - MO000400JWUFT, L4 Firmware  Optional View Details HPD1 Environment
MO000800JWUFU, MOD01600JWUFV, MOO03200JWUGA, MOO0G400JWUG, Dependent
E000400JWUGC, EO000800JWUGD and EO001600JWUGE Drives (cp038352)

Forced I Online ROM Flash Component for Windows x64 - Server Platform Services (SPS) o Firmware  Optional View Details 04.01.04296 Required
Firmuare for HPE Gen10 Servers (cp039727)

Forced [ Online ROM Flash for Windows 64 - HPE Gen10 Innovation Engine Firmuare for < Fimware Recommended View Details 0212 Required
HPE Gen10 Servers (cp039812)

Warnings/Alerts
Back [ Start Over
v

The process is started after that.

- j 2BMN=1569854201146%/ guidled-update/s ~ @ Cetficstecrror & | | Searchu, o~
== Localhost Guided Update L

Smart Update Manager 8.4.5

Localhost Guided Update

Actions v

ep 3

Deployment

Deployment

W localhost Deployment in progress [l Deployment started.

Start Over Abort Reboot

& Copyripht 2010 Hewlsit Paskard Entarprise Development LP
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e = hitps: i EMN=1560854201146%/g pdate/s ~ © Cenificate error € | Search.. o5

== Localhost Guided Update L

Smart Update Manager 8.4.5

Localhost Guided Update

Actions v

Step 3

Deployment

Deployment

®  localhost Deploymentin progress [ Deploying cp040393.exe Online ROM Flash Component for Windows x64 - HPE Integrated Lights-Out 5

Start Over Abort Reboot

& Copyright 2019 Hewiett Packard Enterprise Development LP

e = hitps: host 53002/ 1569854201145%/g P ~ @ Cettificate error & | | Search.. o~ 5@
= Localhost Guided Update

Smart Update Manager 8.4.5

Localhost Guided Update

Actions v

Step 3

Deployment

Deployment

®  localhost Deploymentin [N Deploying cp039369.exe Online ROM Flash Component for Windows (x64) - VO000960JWTBK, VO0D1920JWTBL
progress VO003840JWTBN, VOOOT680JWTBP, MO000400JWTBQ, MOD00800JWTBR, MO001600JWTBT, MO003200JWTBU,
MOD06400JWTCD, EC000400JWTBY, EO000800JWTCA, EO001600JWTCB Drives

Start Over Abort Reboot

© oot 2018 et Packad Entrpiss Desecpmant LR
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When it updates the NIC driver or firmware, you will lose your network connection.

HEGLTLES

ERAiRbhELL, tyyayCBERS..

Froel

‘guided-update/shov ~ 1 Certificate error @ | | Searchu. 0~

ndex.htmIZBMN=

e = hitps://localhost:

> Localhost Guided Update

date Manager 8.4.5

Localhost Guided Update
Step 3
Deployment
Deployment

B localhost Deployment completed NN  Deployment done

Search o

Deploymer

m cp040393 Online ROM Flash Component for Windows x64 - HPE Integrated Lights-Out 5 Success. View log

® cp040538 Online ROM Flash for Windows x64 - Advanced Power Capping Microcontroller Firmware for HPE Gen10 Servers Success. View log

)5 i 1 Windows x64 - i ) (U30) Serve Suceess, reboot required to )
W cp038505  Online ROM Flash Component for Windows x64 - HPE ProLiant DL380 Gen10 (U30) Servers e e View log

VO000960JWTBK, VO001920JWTBL, VO003840JWTEN, VO007680JWTBP,
VTBT, MO003200JWTBU, MO006400JWTCD, EO000400JWTBV, Success. View lOg

Online ROM Flash Component for Windows (x64)
m cp039369 MQ000400JWTBQ. MO000800JWTBR, MO00 160!
EOQ000800JWTCA, EO001600JWTCB Drives

Success, reboot required o

m cp034635 NVMe Drive Eject NMI Fix for Intel Xeon Processor Scalable Family for Windows activate new version View log
m cp036186 HPE Broadcom NX1 1Gb Driver for Windows Server x64 Editions Success. View log
u cp037722 Online Flash Component for Windows x64 - Gen10 NVMe Backplane PIC Firmware Success. View log

9/30/2019
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o = hitps: 63002/

= Localhost Guided Update

Smart Update Manager 8.4.5

1569854201

]

~ ) Cettificate emror €| | Search... o~

Localhost Guided Update

B p039663  Agentless Management Service for Windows X64 Success Viewlog A
W p038946  HPE Smant Storage Administrator Diagnostic Utiity (HPE SSADU) CLI for Windows 64-bit Success View log
W p038944  HPE Smart Storage Administrator (HPE SSA) for Windows 64-bit Success View log
W cp03998T  ILO'5 Channel Interface Driver for Windows Server 2016 and Server 2019 Success, ebool EAUIIEA10 yigw log
W cp037416  HP Lights-Out Online Configuration Utity for Windows x64 Editions Success View log
B p035MD  ILO 5 Automatic Server Recovery Driver for Windows Server 2016 and Server 2019 Success View log
o omme  GHRSTOMRS Coty ok (o0 MCHDUOMTT ORI NOWIOINUE, ORI gy Vi og
W p038945  HPE Smart Storage Administrator (HPE SSA) CLI for Windows 64-bit Success View log
W cp040553  HPE Smart Amray Gen10 Controller Driver for Windows Server 2012 R2, Windows Server 2016, and Windows Server 2019 Suecess. 1ebool 12QUIRA10 ey log
W cp035071  HPE QLogic FastlinQ 10/25/50 GbE Drivers for Windows Server x64 Editions Success View log
B p039132  Integrated Smart Update Tools for Windows x64 Success View log
W cp038694  Matrox G200eH3 Video Controller Driver for Windows Server 2016 and Server 2019 Success reboolequied o yigw log
W p039146  HPE Smart Amray SR Event Notification Service for Windows Server 64-bit Editions Success View log
W cp03754  Identifiers for Intel Xeon Processor Scalable Family for Windows Server 2012 R2 to Server 2019 Success View log
m  cp035083  HPE QLogic FastlinQ Oniine Firmware Upgrade Utility for Windows Server x64 Editions asé"f\fjlfnéf_:";g:ﬁi‘“"“ to View log
W cp039727  Online ROM Flash Component for Windows x64 - Server Platiorm Services (SPS) Firmware for HPE Gen10 Servers Stecess. 18000l 19QUiRA10 gy |og e

& Gopyripht 2018 Hewlett Packard Enterprise Development LP

If you click “View log”, you can see the detail.

Deployment log

Component  cp039812

Component has been staged on iLO Repository and requires a reboot

Component log
to activate
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Deployment log

Component  cp034635
niztaiauuin v AU NS — | S WS VL IvImNe - |
Component log \AppData\Local\Temp\2\{5FF32FE9-61BE-4D26-AF92-9928133BA142} N
\cpgsetup.exe” fsilent]
Setup Session Beginning 9/30/2019 - 8:19:47 AM
Command Line Parameters Given: /silent
Name: NVMe Drive Eject NMI Fix for Intel Xeon Processor
Scalable Family for Windows
New Version:  1.1.0.0
- Is operating system supported.. Yes
- Is necessary disk space available.. Yes
- Is hardware present.. Yes
- Is component already installed...No
- Is component marked for removal...No
- Installed component version status...Older
- Checking dependency list... Done.
The software is not installed on this system, but is supported for
installation.
v
Close

Please click “Reboot”.

e [= nttps: 1569854201 146%/quiced-updateshow ~ @ Certi ¢! | search.. P~
— Localhost Guided Update

Localhost Guided Update

i " ; Success, reboot required to ;
m cp039987 iLO 5 Channel Interface Driver for Windows Server 2016 and Server 2019 activate new version. Viewlog A

®  cp037416  HP Lights-Out Online Configuration Uilty for Windows x64 Editions Success View log
®  cp0365140  iLO 5 Automatic Server Recovery Driver for Windows Server 2016 and Server 2019 Success View log
W QU Conprnt Mo (o0, MOOINIT, MOIROUIE, NOWTBONUR MOWSIOOMUGA, Vewlog
®  cp038945  HPE Smart Storage Administrator (HPE SSA) CLI for Windows 64-bit Success View log
®  cp040553  HPE Smart Array Gen10 Controller Driver for Windows Server 2012 R2, Windows Server 2016, and Windows Server 2019 as;‘“\f:lfn;ﬂ";:ﬁs’;‘j‘“"“ ' View log
®  cp035071  HPE Qlogic FastlinQ 10/25/50 GbE Drivers for Windows Server x64 Editions Success View log
® cp039132  Integrated Smart Update Tools for Windows x64 Success View log

Success, reboot required to

®  cp038694  Matrox G200eH3 Video Controller Driver for Windows Server 2016 and Server 2019 activate new version. View log

®  cp039146  HPE Smart Array SR Event Notification Service for Windows Server 64-bit Editions Success. View log

®  cp038754 Identifiers for Intel Xeon Processor Scalable Family for Windows Server 2012 R2 to Server 2019 Success. View log

Success, reboot required to

®  cp035083  HPE QLogic FastlinQ Online Firmware Upgrade Utility for Windows Server x64 Editions activate new version. View log

Success, reboot required to

®  cp039727  Online ROM Flash Component for Window:s 64 - Server Platiorm Services (SPS) Firmware for HPE Gen10 Severs Success. reboot 1ed View log
B cp039B12  Online ROM Flash for Windows x64 - HPE Gen10 Innovation Engine Firmware for HPE Gen10 Servers Success. reboot required 10 yjay o
activate new version.

Start Over Abort Reboot
v

© Copyright 2018 Hewiet Packard Enterprise Development LP
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Please click “Yes”.

Reboot

Are you sure you want to reboot the node?

Join Company AD Domain

Please open Server Manager.

=

Recycle Bin

Windows Server

> >

3 L —~=]
Windows. Windows

Server Manager  PowerShell PowerShell ISE

Windows Accessories F. ™ B

-

Windows
Windows Administrative Tools v Administrativ... Task Manager Control Panel

Windows Ease of Access

Windows PowerShell - -0
Remote

Wbt S Desktop... Event Viewer File Explorer

Windows System

A%cron
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Please click “Local Server”.

Menage  Tools

PROPERTIES
WIN-HSIPOSREBRC TASKS ¥

erver

alled updates Never
vs Update Download updates onl
Last checked for updates 9/1/2019 11:20 PM

Al Servers

g Windows Update

WE File and Storage Services P

lows Defender Antiviru:
k & Diax

E Enhanced Security

ostics

Configuration On
(uTC-0
Not activated

Remote De:

NIC Teaming Disabled Time zon
d FlexibleLOM 1Port 1 10.163.68,

d FlexibleLOM 1 Port 2 [Pud addn

ime (US & Canada)

Embed IPv6 enabled

ssigned by DHCP, IPv6 enabled

Not connected

Not connected

Not connected

Not connected

PCle Slot 2 Port 1 Not connected
EVENTS
All events | 24 total TaSKs v
Fiter P A - o
Server Name D ce Date and Time

WIN-HSOPOBRBBRC 47  Warning Microseft-Windows-Time-Service System 0/2/2019 1:5%:44 AM
WIN-HSOPOBRBBRC 134 Warning Microsoft-Windows-Time-Service System 9/3/2019 1:55:56 AM
WIN-HSOPOBRBBRC 47  Warning Microsoft-Windows-Time-Service  System /2/2019 8:00:08 AM
WIN-HSOPOBRBBRC 8198 Error  Microsoft-Windows-Security-SPP  Application  9/2/2019 7:56:33 AM
WIN-HSOPOBRBBRC 8198 Eror  Microsoft-Windows-Security-SPP  Application  9/2/2019 7:55:54 AM

WIN-HSOPOSREERC 4 Wamning 12nd2 System 0/2/2019 7:55:43 AM
WIN-HSOPOBRBBRC 4 Wamnina_I2nd2 Sustem /2/2019 7:55:43 AM
SERVICES

services | 202 total TASKS ¥

Filter »

Server Name Display Name ice Name Swtus | Start Ty

4 ds P

Manage  Tools

i PROPERTIES

Dashboard For WIN-KQGBUIMORTF TASKS >
ocal Server
Computer na WIN-KQGBUIMORTF Last installed updates Never
All Servers Workgroup RKGROUP s Update Download updates only, using ws Update
R File and Storage Services b Last checked for updates Yesterday at 1038 AM
System Properties x Windows Defender Antivirus Protection: On
& Diagnostics
Compter Name  Hardware  Advanced Remote -
IE Enhanced Security Configuration
Windows uses the following inforation to identiy your computer Time zane Pacific Time (US & Canada)
= enthe network, Product ID Not activated
For example: "lIS Production Server" or
"Accourting Server”
Full computername:  WINKQGBUIMORTF
Workgroup. WORKGROUP
To rename this computer or change s domain or
oo ek e
TASKS ¥
Log Date and Time
System  9/3/2019 1:18:56 AM
Cancel Fpply System  9/3/2019 1:15:08 AM
WIN-KQGBUIMORTF 8198 Error  Microsoft-Windows-Security-SPP Application 9/2/2019 83508 AM
WIN-KOGBUIMORTF 7030 Emor  Microsoft-Windows-Service Control Manager System  9/2/2019 7:42:39 AM
WIN-KQGBUIMORTF 47  Warning Microsoft-Windows-Time-Service System  9/2/2019 T42:36 AM
WIN-KQGBUIMORTF 4 Warning I2nd System  9/2/2019 T40:42 AM
WIN-KOGBUIMORTF 4 Warning_I2nd Sustem __9/2/2019 74041 AM
SERVICES
All services | 202 total TASKS ¥
Filter P v

Server Name Service Name  Ststus  Start Type
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Please input your host name and domain name.

=

@ > Server Manager * Local Server

Tools

Manage

PROPERTIES

Dashboard For WIN-HSOPOSREERC TASKS ¥
Local Server
lld updates Never
All Servers Computer Name/Domain Changes X Download upda dows Update
T File and Storage 9/172019 11:20 PM
You can change the name and the membership of this omputer
computer. Changes might affect access to network resources.
[T r
Computer name:
Please put host name. ‘
00) Pacific Time (US & Canada)
Full computer name: " R
Pleass put host name o fotscE
1 by DHCP, IPv6 enabled
More =
Member of
(® Demain,
[your domain name] |
O Workgroup:
WORKGROLP
o=
TASKS v
oK Cancel Boph o
Server Name D Severity Source Log Date and Time
WIN-HS9POBREBRC 47  Warning Microsoft-Windows-Time-Service System  §/3/2018 1:50:44 Ah
WIN-HSOPOSREBRC 134 Warning Microsoft-Windows-Time-Service System /3/2019 155136 AM
WIN-HS9POSREBRC 47 Warning Microsoft-Windows Time-Service System  9/2/2019 80008 AM
WIN-HSOPOSREBRC 8198 Error  Microsoft-Windows-Security-SP9  Application 9/2/2018 7:56:33 Ah
WIN-HSOPOSREBRC 8198 Erar  Microsoft-Windows-Security-SPP  Application 9/2/2019 T:55:54 AM
WIN-HSOPOSREBRC 4 Warning 12nd2 System  9/2/2019 75543 AM
WIN-HSOPOSREBRC 4 Warning_12nd2 Sustem 0/2/2019 75543 AM
SERVICES
Al services | 202 total TASKS ¥
Fiter £ ®
Server Name Display Name Service Name Status  Start Type

s

Manage  Tools  View
B PROPERTIES
B o vonssopossesec TASKS v
Last installed updat Never
All Servers < Update Download updates only, using Windows Update
iy File and Storage Last checked for updates 9/172019 11:20 PM
Windows Security %
Computer Name/Domain Changes M
X anced figuration
Enter the name and password of an account with permission to 7 _
(UTC-08:00) Pacific Time (
join the domain.
Bbied Not activated
‘ | ‘ i by DHCP, IPY6 enable
oK. Cancel
oK Cancel
Tasks v
oK Cancel
@
Server Name. D Severity Source Date and Time
WIN-HS9POBREBRC 47  Waming Microsoft Windows Time-Service System  8/3/2010 1:50:44 AM
WIN-HS9POBREBRC 134 Warming Microsoft Windows Time-Service System  8/3/2019 155:56 AM
WIN-HS9POBREBRC 47  Waming Microsoft-Windows-Time-Service System  8/2/2019 800:08 AM
WIN-HSOPOBREBRC 8108 Eror  Microsoft-Windows-Security-SPP  Application  8/2/2010 7:5633 AM
'WIN-HSOPOSREBRC 8198 Error Microsoft-Windows-Security-SPP Application  9/2/2019 7:55:54 AM
WIN-HSOPOBREBRC 4 Warning [2nd2 System  9/2/2019 75543 AM
WIN-HS9POBREBRC 4 Warnina 1202 Sustem 9/2/2019 755543 AM
SERVICES
A 5| 202 tota Tasks v
Ftter 2 &
Server Name. Display Name Service Name Start Type
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You will be able to join the domain as below.

You can change the name and the membership of this computer
computer. Changes might affect access to network resources.
ib

Computer name:

Computer Name/Domain Changes x J

o ‘Welcome to the- domain.
: jange... | |_

() Workgroup:
WORKGROUP
o
QK Cancel Apply

The server will be rebooted.

Systemn Properties X
Computer Name  Hardware Advanced Remote

['! Windows uses the following information to identify your computer
== onthe network.

Computer description:

For example: "5 Production Server” or
"Accounting Server”.

Full computer name: gowsZdtest(2

Domain: na micron.com

To rename this computer or changs ts domain or

workgroup, click Change.

1. Changes will take effect after you restart this computer.

Close Cancel Apply

Microsoft Windows >

You must restart your computer to apply these
changes

Before restarting, save any open files and close all programs.

Restart Mow Restart Later
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Install All of the MS-Patches

Please move to “Settings”.

Server Manager * Dashboard c @1 g oo
WELCOME TO SERVER MANAGER
Local Server

Al S . .
e “ Configure this local server

WR File and Storage Services b
QUICK START

es and feat

3 Add other servers to manage

WHAT'S NEW —
4 Creat

@

rver group
Recently added Windows Server ud services

Hide
P2 Windows PowerShell

Windows Powershel (x36) % >

Windows Windows
Server Manager  PowerShell PowerShel ISE
Search I
1 All Servers 1
R & L] -
Windows Manageability
Settings Administrativ..  TaskManager  Control Panel vente
w Services
B windows Accessories v % 35‘ ™ performance
BPA results
B Windows Administrative Tools B ) ek
B Windows Ease of Access
o Windows Security
B wido
Pl f A D a
Please click “Updates & Security”
Settings - o x

-@| r Manage  Tools

Windows Settings

rq Accounts
faults, optional mai

You

work, other people

L Ti &L . E: f A
@ e s rgage (y Emeotacess

E region, date <N

v, magnifier

Hide

EI Privacy 77N Update & Security
[

Location, camera Update, recovery,

| Servers 1

/O Search hnageability

Language, permissions, history

pnts
Irvices
BPA results Performance Performance
BPA results BPA results
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Please install all the patches from Microsoft.

< Settings - a X

~ ©| I' Manage  Tools  View

@ Home Windows Update

I | [ | *Some settings are managed by your organization

View configured update policies
You're up to date
Last checked: Yesterday, 11:20 PM

Check for updates

Update & Security

> Windows Update

M Delivery Optimization

*We'll automatically download updates, except on metered
¥ Windows Security connections (where charges may apply). In that case, we'll
automatically download only those updates required to keep
Tenllias Windows running smoothly. We'l ask you to install updates after

they've been downloaded. Lide

P2
D Recovery

Change active hours

©

Activation View update history

T For developers Advanced optiens

| Servers 1
nageability
Looking for info on the latest updates? Lnts
Learn more e
BPA results Performance Performance
BPA results BPA results

il & A O

= Settings - x

& Home Windows Update

| Find 5 setting *Some settings are managed by your organization
View configured update policies Looking for info on the latest updates?
Update & Security ) Leam more
Updates available
Last checked: Today, 8:57 PM
~
I =~ Windows Update Related links
2019-08 Cumulative Update for NET Framework 3.5, 47.2 and 48 for Windows Server 2013 for x64
(KB4512192) Check Storage

M Delivery Optimization i
Status: Downloading - 95%
05 build info

Windows Security Windows Malicious Software Removal Tool x64 - August 2019 (KB890830)
Status: Pending install

Troubleshoot 2019-08 Cumulative Update for Windows Server 2019 (1809) for x64-based Systems (KB4511553)
Status: Getting things readly - 100%
5
D Recovery 2019-07 Cumulative Update for .NET Framework 3.5, 4.7.2. 4.6 on Windows Server 2019 for x64
(KBA507419)
@  Activation Status: Pending install

2019-06 Security Update for Adobe Flash Player for Windows Server 2019 for x64-based Systems
For developers (KB4503308)
Status: Pending install

5=

Realtek Semiconductor Corp. - USB - 4/1/2019 12:00:00 AM - 10.0.17763.31247
Status: Pending install

Update for Adobe Flash Player for Windows Server 2019 (1809) for x64-based Systems (KB4462930)
Status: Pending install

“We'll sutomatically dewnload updates, except on metered connections (where charges may apply). In
that case, we'll automatically download only those updates required to keep Windows running
smoothly. We'll ask you to install updates after they've been downloaded.

Change active hours
View update history

Advanced options
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< Settings

m Home

Find a setting

Update & Security

Windows Update

Q

M Delivery Optimization
¥ Windows Security
£ Troubleshoot
@ Recovery

@ Activation

[fﬂ For developers

- x
Windows Update
*Some settings are managed by your organization
View configured update policies Looking for info on the latest updates?
Learn more
Restart required
Your device will restart outside of active hours.
Related links

2019-08 Cumulative Update for NET Framework 3.5, 4.7.2 and 4.8 for Windows Server 2019 for x64 ~
(KB4512192) Check Storage

Status: Pending restart
05 build info

2019-08 Cumulative Update for Windows Server 2019 (1809) for x64-based Systems (KB4511553)
Status: Pending restart
2019-07 Cumulative Update for .NET Framework 3.5, 4.7.2, 4.8 on Windows Server 2019 for x64

(KB4507419)
Status: Pending restart

Restart now Schedule the restart

*We'll automatically download updates, except on metered connections (where charges may apply). In
that case, we'll automatically download only those updates required to keep Windows running
smoaothly. We'll ask you to install updates after they've been downloaded.

Change active hours
View update history

Advanced options

Please confirm that you do not have any other patching.
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Configure Network Adaptor

Please rename current NIC's adaptor to “MgmtNet”.

L} Settings

Gt Home

Status

1 | Find a setting

Network status

Network & Internet

| & status
Ethernet
Dial-up

VPN

Proxy

g_

Embedded FlexibleLOM 1Port 1

You're connected to the Internet

If you have a limited data plan. you can make this network a
metered connectien or change other properties.

Change connection properties

Tools

Manage

Show available networks Hide
Change your network settings
(@ Change adapter options
v network adapters and char connection settings.
i N | Servers 1
Sh i c
1aring OPYONS! | & Nt work Connections — o x
For the networks
4 « Networkand Intemet > Network Connections » /@] | Search Network Connections 9
A\ Network troubl -
! Organize v Disable this network device  Diagnosethis connection  Rename this connection > - m @
BPA results
B CmbeddedFledbielOMTPorl T Embedded FledtlelOM 1Por2 T Embedded LOM TPort |
= . - Unidentified network ®  Network cable unplugged
€ Disable 2-port 622. HPE Ethernet 10/256b 2-port Broadcom Netktreme Gigabit Eth..
Status t2 Embedded LOM 1 Port 3 Embedded LOM 1 Port 4
e lged Metwork cable unplugged Network cable unplugged
Gigabit Eth... Broadcom NetXtreme Gigabit Eth.. Broadcom Netktreme Gigabit Eth.
® Bridge Connections PCle Slot2 Port 2 PCle Slot 3 Port 1
Create Shortcut iged I Unidentified network
[Gigabit Eth. QLogic BCA HPE Ethernet 1 Gb
® Delete
& Rename
&) Properties
10items 1 item selected =

Tldy ff ENG

1 Settings
@ Home Status
Actions
| Find a setting Network status
Groups -
Network & Internet g More Actions e
| & starus Embedded FlexiblelOM 1 Port 1
Network Connections - o
& « Networkand Internet » Network Connections > v|®| | Search Network Connections @
Organize Disable this network device Diagnose this connection Rename this connection > - m @
Bl Memnet Embedded FloiblelOM 1Pot2 7| Embecided LOM 1 Pot 1
ds.micron.com Unidentified network Network cable unplugged
HPE Ethemet 10/23Gb 2-port HPE Ethernet 1 ¥ G Broadcom Netitreme Gigabit Eth...
Embedded LOM 1 Port 2 Embedded LOM 1 Port 3 Bk Embedded LOM 1 Porid
Metwork cable unplugged Network cable unplugged Network cable unplugged
Broadcom Netétreme Gigabit Eth... 3 Broadcom Netitreme Gigabit Eth.. 3¢ Broadcom Netitreme Gigabit Eth...
PCle Slot 2 Port 1 PCle Slot 2 Port 2 PCleSlot 3 Port 1
Metwork cable unplugged Network cable unplugged Unidentified network
QLogic BCMS7810 10 Gigabit Eth.. Qlodic BCMS7810 10 Giazbit Eth... HPE Ethernet 10/256b 2-port 621..
PCle Slot 3 Port 2 © Disable
Unidentified network Status
HPE Ethernet 10/25Gb 2-port
Diagnese
& Bridge Connections
Create Shortcut
@ Delete
&) Rename
&) Properties
10items 1item selected 5
)
Server Name Display Name Status  Start Type

r

pe (US

Manage  Tools  View

TASKS ¥

da)

1AS00 (activated)

TASKS ¥

TASKS ¥

Tldg b ENG
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Please check the network cable diagram, then rename the Network adaptor for your storage

network as StorageNetl and StorageNet2 on each node.

StorageNetl [PCI Slot 2 Port 1 on Node 1 <==> PCI Slot 2 Port 2 on Node 2
PCI Slot 2 Port 2 on Node 1 <==> PCI Slot 2 Port 1 on Node 2
StorageNet3 [PCI Slot 3 Port 1 on Node 1 <==> PCI Slot 3 Port 2 on Node 2
StorageNetd [PCI Slot 3 Port 2 on Node 1 <==> PCI Slot 3 Port 1 on Node 2

[
StorageNet? [
[
[

StorageNetl (PCl slot 2 Port 1 on
gows2dtest01)

192.168.10.111/24

StorageNet2 (PCl slot 2 Port 2 on
gows2dtest01)

192.168.20.121/24

StorageNet3 (PCl slot 3 Port 1 on
gows2dtest01)

192.168.30.131/24

StorageNet4 (PCl slot 3 Port 2 on
gows2dtest01)

192.168.40.141/24

NVMe SSD Best Practices on Microsoft Azure Stack HCI

]
]
]
]

StorageNetl ( (PCl slot 2 Port 2 on
gows2dtest02)

192.168.10.112/24

StorageNet2 ( (PCl slot 2 Port 1 on
gows2dtest02)

192.168.20.122/24

StorageNet3 ( (PCl slot 3 Port 2 on
gows2dtest02)

192.168.30.132/24

StorageNet4 ( (PCl slot 3 Port 1 on
gows2dtest02)

192.168.40.142/24
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Settings

@ Home

| Find a setting

Network & Internet

| & staws

Status

Network status Actioss

g_

Embedded FlexibleLOM 1 Port 1

Groups

Meore Actions

& Network Connections

Organize =

Mgmthlet
ds.micron.com
HPE Ethernet 10,

b 2-port

Embedded LOM 1Port 2
Network cable unplugged
Broadcom NetXireme Gigabit Eth..

W
)
=

X @

PCle Slot 2 Port 1

Network cable unplugged
QLogic BCMS7810 10 Gigabit Eth...
StorageNet?

Unidentified network

HPE Ethermet 10/25Gb 2-port

10items

4 & « Metwork and Inteet 5 Network Connections >

[m] x

ch Network Connections

r
- m @

Embedded LOM 1 Port 1
Network cable unplugged
Broadcom NetXtreme Gigabit Eth...

Ernbedded FlexibleLOM 1 Port 2
Unidentified network
HPE Ethernet 10, b 2-port

Embedded LOM 1 Port 4
Network cable unplugged
Broadcom NetXtreme Gigabit Eth

Embedded LOM 1 Port 3
Network cable unplugged
Broadcom NetXtreme Gigabit Eth.

PCle Slot 2 Port 2
Network cable unplugged
Qlogic BCMS7810 10 Gigabit Eth...

StorageNet1
Unidentified network
HPE Ethernet 10,

Server Name

Display Name Service Name Status  Start Type

Manage  Tools

TASKS ¥
-
3
ndows Update
e (US & Canada)
|A500 (activated)
TASKS ¥
v
TASKS ¥
O

P EN

1 Settings

@ Home

1 | Find a setting

Network & Internet

| ® staws
Ethernet
2 Dial-up
% VPN
B Prowy

BPA results

Status
Network status

g_

Embedded FlexibleLOM 1 Port 1

You're connected to the Internet

If you have a limited data plan, you can make this network a
metered connection or change other properties.

Change connecticn properties

- @| r Manage  Tools

Show § =
& Network Connections

A U <« Networkand Internet » Network Connections >

Organize v Disablethis network device  Diagnose this connection
Embedded FlexibleLOM 1 Port 2
Unidentified network

HPE Ethernet 10, b 2-port

Mgrthet
ds.micron.com

HPE Ethernet 10,

b 2-port
Embedded LOM 1Port 2
Netwerk cable unplugged
Broadcom Netitreme Gigabit Eth...

Embedded LOM 1 Port 3

Network cable unplugged

Broadcom NetXtreme Gigabit Eth...

PCleSlot 2 Port 1

Netwerk cable unplugged

Qlogic BCM igabit Eth..
StorageNet1]

Unidentified netwark

HPE Ethernet 10/235Gb 2-port 621..

PCleSlot 2 Port 2
Network cable unplugged
Glogic BC Gigabit Eth...

A

10items 1 item selected

Rename this connection  »

Hide

a X

v & Search Network Connections

»
o @

Embedded LOM 1 Port 1
Metwork cable unplugged
Broadcom NetXtreme Gigabit Eth...

L W

Embedded LOM 1 Port 4

Network cable unplugged

Broadcom NetXtreme Gigabit Eth...

PCle Slot 3 Port 1
Unidentified network

# HPE Ethernet 1 b 2-port

LW

i

de f E
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L§

& Settings - o X
&) | r Manage
@ Home Status
I | Find a setting /"l Network status
Network & Internet E @
I B Status Embedded FlexibleLOM 1Port 1
T Ethernet You're connected to the Internet
If you have a limited data plan, you can make this network a
= Dialup metered connection or change other properties.
Change connection properties
% VPN
" - Hide
Show {8 Network Connections - o x
@ Proxy ;
&F « Network and Internet » Network Connections > v O Search Network Connections 0
Chal *E
Organize v Disable this network device  Diagnose this connection  Rename this connection ~ » B m @

MgmtNet
ds.micron.com

HPE Ethernet 10,

D

Gb 2-port 622..
Embedded LOM 1Port 2

_ Network cable unplugged
Broadcom NetXtreme Gigabit Eth.
PCle Slot 2 Port 1

Network cabl
QLogic BCM:

lugged
10 Gigabit Eth

A
BPA results

Embedded FlexibleLOM 1 Port 2
Unidentified network

Embedded LOM 1Port 3
Network cable unplugged
Broadcom NetXtreme Gigabit Eth.
PCle Slot 2 Port 2

Network cal
QLogic BCH

gged
gabit Eth

HPE Ethernet 10/25Gb 2-port 622...

Embedded LOM 1 Port 1

Network cable unplugged

Broadsom Netktreme Gigabit Eth...

Embedded LOM 1Port 4

Network cable unplugged

Broadcom NetXtreme Gigabit Eth.
StorageNet2]

Unidentified ne k

HPE Ethernet

Gb 2-port 621

StorageNet1
M  Unidentified network
G HPE Ethernet 10;

2-port 621..

items 1 item selected

Please test the network connection after setting up a closed network (Storage Network for

RDMA).

@' Network Connections
» Control Panel > Network and Internet > Metwork Connections >

Organize =
Narme Status
4 Embedded FlexibleLOM 1 Port 1 ds.micron.com
.,‘i. Embedded FlexibleLOM 1 Port 2 Unidentified network
I Embedded LOM 1 Port 1 Metwork cable unplugged
I Embedded LOM 1 Port 2 Metwork cable unplugged
U Embedded LOM 1 Port 3 Metwork cable unplugged
wt Embedded LOM 1 Port 4 Metwork cable unplugged
4 StorageMet1PCle Slot 3 Port 1 Unidentified network
1] StorageMet2PCle Slot 3 Port 2 Unidentified network
U StorageMet3PCle Slot 2 Port 1 Unidentified network
U StorageMetdPCle Slot 2 Port 2 Unidentified network

Device Name

HPE Ethernet 10/23Gb 2-port 622FLR-5FP28 Converged Network Adapter !
HPE Ethernet 10/25

Gh 2-port 622FLR-5FP28 Converged Metwork Adapter
Broadcom MetXtreme Gigabit Ethernet

Broadcom MetXtreme Gigabit Ethernet #2

Broadcom MetXtreme Gigabit Ethernet #3

Broadcom MetXtreme Gigabit Ethernet #4

HPE Ethernet 10/25Gb 2-port 6215FP28 Adapter #3

HPE Ethernet 10/25Gb 2-port 6215FP28 Adapter #4

HPE Ethernet 1 b 2-port 6215FP28 Adapter £2

HPE Ethemnet 10/25Gb 2-port 6215FP28 Adapter

E-‘ Network Connections
1 E-' > Control Panel » Network and Internet » Metwork Connections
Organize *
~

Name Status

',‘:' Embedded FlexibleLOM 1 Port 1 ds.micron.com

4 Embedded FlexibleLOM 1 Port 2 Unidentified network

x‘,‘:‘ Embedded LOM 1 Port 1 Network cable unplugged
x‘,‘:‘ Embedded LOM 1 Port 2 Network cable unplugged
JI Embedded LOM 1 Port 3 Netwerk cable unplugged
QI Embedded LOM 1 Port 4 Network cable unplugged

',‘:' StorageMet1PCle Slot 3 Port 2 Unidentified network

% StorageMet2PCle Slot 3 Port 1 Unidentified network

] StorageMet3PCle Slot 2 Port 2 Unidentified netwaork

] StorageNetdPCle Slot 2 Port 1 Unidentified netwaork
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Device Namne

HPE Ethemnet 10/25Gb 2-port 622FLR-SFP28 Converged Metwork Adapte
HPE Ethemnet 10/25Gb 2-port 622FLR-SFP28 Converged Metwork Adapte
Broadcom MetXtreme Gigabit Ethernet #4

Broadcom MetXtreme Gigabit Ethernet #3

Broadcom MetXtreme Gigabit Ethernet

Broadcom MetXtreme Gigabit Ethernet £2

HPE Ethernet 10/23Gb 2-port 6215FP28 Adapter £4

b 2-port 6215FP28 Adapter #3

Gh 2-port 6215FP28 Adapter
Gh 2-port 6215FP28 Adapter #2
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Please select RDMA as below on each Network adaptor for the storage network. Please
open property, click Configure:--, Move to the Advanced tab and change the setting to

iWARP in RDMA mode. The setting is at the port level. Please configure all the ports for the
storage network.

& Storag =t4 Properties
" - Device Name
Metworking  Sharing

HPE Ethernet 10/25Gb 2-port 622FLR-5FP28
Connect using:

|ble unplugged Broadcom MNetXtreme Gigabit Ethernet 23
? HPE Ethemet 10/25Gb 2-port 6215FP28 Adapter 23 |ble unplugged Broadcom MetXtreme Gigabit Ethernet
|ble unplugged Broadcom MetXtreme Gigabit Ethernet 24
CIrTE |ble unplugged Broadcom MetXtreme Gigabit Ethernet #2
This connection uses the following tems: tom HPE Ethernet 10/25Gb 2-port 622FLR-5FP28
Eglie”‘ fgrP“’_'i;m;‘: Ne“"f”‘;_ I A1 Hnetwork HPE Ethernet 10/25Gh 2-port 6215FP23 Ada
= C;:Sa;acklt Z;hezz';:r or Hieosott TSwons H network HPE Ethernet 10/25Gh 2-port 6215FP23 Ada
& Intemet Protocal Version 4 (TCP/IPv4) HPE Ethernet 10/25Gh 2-port 6215FP28 Ada
] s Microsoft Network Adapter Multiplexor Protocol |:| network HPE Ethernet 10/25Gh 2-port 6215FP28 Ada
4. Microsoft LLDP Protocol Driver g network Hyper-V Virtual Ethernet Adapter
4 Intemet Protocol Version 6 (TCP/IPvE) w
< >
StorageMetd
Install.... Uninstall Properties
Desctption You have made changes to the properties of this connection
Wi aea network prtacal e povides commuicaion 1t you proceed your changes will be lost
across diverse interconnected networks. Do you wish to proceed?
OK Cancel Yes Na
HPE Ethernet 10/23Gk 2-port 6215FP28 Adapter #2 Properties >

General Advanced Drver Details Events Power Management

The following properties are available for this network adapter. Click

the property you want to change on the left, and then select its value
on the right.

Property: Value:

Quality of Service ” WARP
ROMA Max QPs Number

Receive Buffers (0=Auta)

Receive Side Scaling

Recv Segment Coalescing (IPv4)
Recv Segment Coalescing (IPv6)
RoCE MTU Size

R55Profile

Speed & Duplex

SR-OV

TCP/UDP Checksum Cffload (IPw
TCP/UDP Checksum Cffload (IPwi
Transmit Buffers (0=Auto) s

Cancel
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Please configure VLAN ID also. If you use a switched network, the VLAN ID will be provided

by your Network team.

VLAN 10 for Storage Netl
VLAN 20 for Storage Net2
VLAN 30 for Storage Net3
VLAN 40 for Storage Net4

tion Banarna thic nnartinm Ay ctatiie nf thic nnartinn

HPE Ethernet 10/25Gk 2-port 6215FP28 Adapter #3 Properties *

General Advanced Drver Detals Events Power Management
The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value

on the right.

Walue:

i 5

Property:

Recv Segment Coalescing (IPvd) a
Recv Segment Coalescing (IPvE)
RoCE MTU Size

RSSProfile

Speed & Duplex

SR-I0V

TCP/UDP Chechksum Cffload (IPv:
TCP/UDP Checksum Cffload (IPvi

I
F 3
Yk E-l » Control Panel » Metwork and Internet » Metwork Connections
Organize « Disable this network device Diagnose this conn
Mame Status
'.';' Embedded FlexibleLOM 1 Port 1 ds.micron.
'.‘;- Embedded FlexibleLOM 1 Port 2 Unidentifie
,c'.':' Embedded LOM 1 Port 1 Metwork ca
J Embedded LOM 1 Port 2 Metwork ca
J Embedded LOM 1 Port 3 MNetwork ca
,c'.':' Embedded LOM 1 Port 4 Metwork ca
U StorageMet1PCle Slot 3 Port 1 Unidentifie
U StorageMNet2PCle Slot 3 Port 2 Unidentifie
i StorageMet3PCle Slot 2 Port 1 Unidentifie
U StorageMetdPCle Slot 2 Port 2 Unidentifie
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Transmit Buffers (D=Auto)

Virtual Machine GQueues

Virtual Switch RSS

VLAN 1D

V¥LAN Encapsulated Task Offloac
V¥LAN UDP destination port numb ¥

Cancel
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Please change the Jumbo Packet to MTU9000. You can put 9000 or 9216 in the below field,
but the network switch should have MTU9216. If the value is lower than server side, the
packet will be dropped. If you need to select other values in a field, like below, choose

number great than 9000. 9014 is a good example, below.

Mellanox Connect-3 Adapter Properties >

General Advanced Drver Details Events Power Management

The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value
on the right.

Property: Value:

DchxMode " |1514 L
Encapsulated Task Cffload

Encapsulation Overhead

Flow Control

Intermupt Moderation

IPV4 Checksum Offload

Large Send Offload V2 {IPv4)

Large Send Offload V2 {IPvE)
Maximum number of RS5 Processc
Maximum Mumber of RSS Queues
Metwork Address

Metwark Direct Functionality

MNVGRE Encapsulated Task Offloa ¥

Cancel

When you change them, you will see some packet loss (you will have 3 or 4 ping losses).

Please enable SR-10V with the command below for each node.

PS> Enable-NetAdapterSriov NIC1
PS> Enable-NetAdapterSriov NIC2

Note: You can confirm the status with Get-NetAdapterSriov in Windows PowerShell.
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Enable RDMA

You can confirm current status with the below command.

® Get-NetAdapterRdma

Ethern
Ethern

S Ethern
: rageNetd Ethern
PCIe Slot 2 Port 1 Ethernet 1 S5Gb ?-port

Note: You can see “False” in “Enabled” field.

Please run below PowerShell command.

— Recently added Windows Server
‘:5( MLNX System snapshot

->- Windows PowerShell % ). -

) i ) Windows ¢ Unpin from Start
> Windows PowerShell (x86) PowerShell

Resize
Expand ™~
More

Windows Uninstall

Mellanox Technologies Nihnivachativ

Search g : Run as Administrator

Desktop... Event Viewe = Run ISE as Administrator

Server Manager
Windows PowerShell ISE
Settings

Windows Accessories
Windows Administrative Tools

Windows Ease of Access

Windows PowerShell

Windows Security

Windrae Suctam

=]
Ll

Acron
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® [Enable-NetAdapterRdma -Name StorageNet*
> Sample:
< Enable-NetAdapterRdma -Name StorageNetl
< Enable-NetAdapterRdma -Name StorageNet2
<~ Enable-NetAdapterRdma -Name StorageNet3
< Enable-NetAdapterRdma -Name StorageNet4
Please confirm below command after that.

® Get-NetAdapterRdma

EN Administrator: Windows PowerShell

dministrator: _

Result: You can see “True” in “Enabled” field.

If you enable the wrong network adaptor, please disable with this process:

Ethern
Ethern
Ethern vaw TrUE
Ethern === Irue
Ethern ] E -- True
Ethern 2 .« True

disable-NetAdapterRdma -Name "PCle Slot 2 Port 1"
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disable-NetAdapterRdma -Name "Embedded FlexibleLOM 1 Port 1"
disable-NetAdapterRdma -Name "Embedded FlexibleLOM 1 Port 2"
disable-NetAdapterRdma -Name "PCle Slot 2 Port 2"

disable-NetAdapterRdma -Name "Embedded FlexibleLOM 1 Port 1"
disable-NetAdapterRdma -Name "Embedded FlexibleLOM 1 Port 2"

Install Features

Please open Server Manager from the Start menu, then click “Add roles and features”.

Server Manager - X

@ ~  Server Manager * Dashboard v@l P Mamage oo

%% Dashboard WELCOME TO SERVER MANAGER

0 Local Server

B AlS : .

e o Configure this local server
WE File and Storage Services

QUICK START

2 Add roles and features

Add other servers to manage

WHAT'S NEW P i
4 Create a server group
5 Connect this server to cloud services
Hide
LEARN MORE
ROLES AND SERVER GROUPS
Roles:1 | Servergroups:1 | Servers total: 1
= File and Storage - =
[ ] 1 Local Server 1 i All Servers 1
B Services J Hi
@ Manageability @ Manageability @ Manageability
Events Events Events
Performance Services Services
BPA results Performance Performance
BPA results BPA results

516 AM

A Tldg b ENG OIETE (]

A%cron
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Please click “Next”.

@ v Server Manager * Dashboard @1 Morage  Toox

Dashboard WELCOME TO SERVER MANAGER

B Local Server

File and Storage Service{ [ Add Roles and Features Wizard - ) X

DESTINATION SERVER.

Before you begin

This wizard helps you install roles, role services, or features. You determine which roles, role services, or
features toinstall based en the computing needs of your arganization, such as sharing documents, or
hosting a website.

To remove roles, role services, or features:
Start the Remove Roles and Features Wizard
Hide
Before you continue, verify that the following tasks have been completed:
* The Administrator account has a strong password

* Network settings, such as static IP addresses, are configured

* The most current security updates from Windows Update are installed

If you must verify that any of the preceding prerequisites have been completed, close the wizard,
complete the steps, and then run the wizard again.

To continue, click Next.

[ Skip this page by default

Cancel

v@| r Manage  Tools

B Local Server
A Servers N .. )

@ File and Storage Service! fiz: Add Roles and Features Wizard - [u] x

DESTINATION SERVER

Select the installation type. You can install roles and features on a running physical computer or virtual

machine, or on an offline virtual hard disk (VHD).
Installation T

Role-based or feature-based installation
Configure a single server by adding roles, role services, and features.

) Remote Desktop Services installation Hide
Install required role services for Virtual Desktop Infrastructure (VDI) to create a virtual machine-based
or session-based desktop deployment
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Please click “Next”.

©o-
Dashboard
i Local Server
L £ . 1

File and Storage Services T Add Roles and Features Wizard

Server Manager * Dashboard

@1 P varege o view
WELCOME TO SERVER MANAGER

All Servers

DESTINATION

Select destination server

Before You Select 3 server or 3 virtual hard disk on which to install roles and features.

Installation Select a server from the server pool

Select a virtual hard disk

Server Pool

Hide

Filter |

Name P Address Operating System

ws2dtest01

Microsoft Windows Server 2019 Dai

1 Computer(s) found

This page shows servers that are running Windows Server 2012 or a newer release of Windows Server,
and that have been added by using the Add Senvers command in Server Manager. Offline servers and
newly-added servers from which data collection is still incomplete are not shown,

Please select File and Storage Services and select File and iSCSI Services. Please click

“Next”.

v(;,':)| [' Manage  Tools

i Local Server

All Servers

¥ File and Storage Services [ Add Roles and Features Wizard

Select server roles

Select one or more roles to install on the selected server,
Roles

LJ DHCP Server
[ DNS Server
[ Fax Server

and Sto of 12 installed)
Cornmaion
File Server
[ BranchCache for Network Files
[] Data Deduplication
] DFS Namespaces
[ DFS Replication
[] File Server Resource Manager
[ File Server VSS Agent Service
[ iSCSI Target Server
[ iSCSI Target Storage Provider (VDS and VS
[ Server for NFS
[ Work Folders
| Storage Services (Installed)
[ Hest Guardian Service
[ Hyper-V

- [m X

DESTINATION SERVER

Description

File and iSCS1 Services provides
technologies that help you manage
file servers and storage, reduce disk
space utilization, replicate and cache:
files to branch offices, move or fail
overa file share to another cluster
node, and share files by using the
NFS protocal,

Hide
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Please click Next.

& Add Roles and Features Wizard

Select features

Before You Begin
Installation Type
Server Selection

Server Roles

Confirmation

Please click “Install”.

Fﬁ Add Roles and Features Wizard

Confirm insta

Before You Begin

Installaticn Type

Confirmation

NVMe SSD Best Practices on Microsoft Azure Stack HCI

Select one or more features to install on the selected server.

Features

v
| (W] .NET Framework 4.7 Features (2 of 7 installed)
I [] Background Intelligent Transfer Service (BITS)
[] BitLocker Drive Encryption
[ BitLocker Metwork Unlock
[] BranchCache
[ Client for NFS
[ Containers
[] Data Center Bridging
[] Direct Play
[] Enhanced Storage
[] Failover Clustering
[] Group Policy Management
[[] Host Guardian Hyper-V Support
[ 1O Quality of Service
1 15 Hostable Web Core
[] Internet Printing Client
[ Ip Address Management (IPAM) Server
[71 iSNS Server service

- O >

DESTINATIOM SERVER
GOWS2ZDTESTO:

Description

.NET Framework 3.5 combines the
power of the .NET Framework 2.0
APls with new technologies for
building applications that offer
appealing user interfaces, protect
your customers' personal identity
information, enable seamless and
secure communication, and provide
the ability to model a range of
business processes.

< Previous | | Next >

Install

Cancel

lation selections

DESTINATION SERVER
GOWS2DTESTO3

To install the following roles, role services, or features on selected server, dlick Install.

[] Restart the destination server automatically if required

Optional features (such as administration tools) might be displayed on this page because they have
been selected automatically. If you do not want to install these optional features, click Previous to clear

their check boxes.
File and Storage Services

File and i5CSI Services
File Server

Export configuration settings
Specify an alternate source path

< Previous

73
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Install || Cancel |
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Please click “Close”.

Fﬁ Add Roles and Features Wizard

Installation progress

View installation progress

o Feature installation

- O X

DESTINATION SERVER

cows2oTesTo:- (N

Installation succeeded on G

P—
ows2

DTESTO:. .

File and Storage Services
File and iSCSI Services
File Server

You can close this wizard without interrupting running tasks. View task progress or open this
page again by clicking Netifications in the command bar, and then Task Details,

Export configuration settin

< Previous Next =

Please do the same thing for Hyper-V. When you select Hyper-V, you will see below.

-

Tools

Dashboard WELCOME TO SERVER MANAGER

Local Server

All Servers

W§ File and Storage Service:

I A .

T Add Roles and Features Wizard

Select server roles

Select ane or more roles to install on the selected server.
Roles

LI DNS Server
[ Fax Server
le and Storage Services (1 of 12 installed)
le and iSCS| Services
File Server
[ BranchCache for Netwark Files
[] Data Deduplication
(] DFS Namespaces
[ DFS Replication
[ File Server Resource Manager
[ File Server VSS Agent Service
[] isCSl Target Server
[ iSCS! Target Storage Provider (VDS and VSS
[ Server for NFs
[ Work Folders
¥ Storage Seniices (Installed)
[ Host Guardian Service
Jiypery]
L[] Network Controller

< Previous

Description

Hyper-V provides the services that
you can use to creste and manage
virtual machines and their resources.
Each virtual machine is a virtualized
computer system that operates inan
isolated execution environment. This
allows you to run multiple operating
systems simultaneously.

Hide
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Please click “Add Features”.

v@l r Manage  Tools

©o-
Dashboard
B Local Server -
L B e

Select server roles
iz Add Roles and Features Wizard X

Server Manager * Dashboard

WELCOME TO SERVER MANAGER

Al Servers

W§ File and Storage Servicet s

DESTINATION SERVER

_ X

Add features that are required for Hyper-V?
tion

The following tools are required to manage this feature, but do not

_ have to be installed on the same server,

4 Remote Server Administration Tools
4 Role Administration Tools
4 Hyper-V Management Tools
[Taols] Hyper-V Module for Windows Powershell
[Tools] Hyper-V GUI Management Tools

|V provides the services that
use to create and manage
jmachines and their re:
[rtual machine is a virtualized
fter system that operates in an
exeeution environment. This
jou to run multiple operating
s simultaneousy

urces.

Hide

Include management tools (if applicable)

Tools

-@1F

Manage

WELCOME TO SERVER MANAGER

S -
Al Servers | B i e

& File and Storage Services

Desmanon seaven
Select features
-, Add Roles and Features Wizard X

Select one or more features to install on the selected server.
Add features that are required for Failover Clustering?
Features

The following tools are required to manage this feature, but do not

NET Framework 3.5 Features
| NET Framework 47 Features (2 of 7 installed)

Background Intelligent Transfer Service (3ITS)

BitLocker Drive Encryption

BitLocker Network Unlock

BranchCache [Tools] Failover Cluster Management Tools

Client for NFS [ools] Failover Cluster Module for Windows PowerShe
Containers

Data Center Bridging

Direct Play

Enhanced Storage

Group Policy Management
Host Guardian Hyper-V Support

1O Quality of Service

IS Hostable Web Core

Internet Printing Client

1P Address Management (IPAM) Server
iSNS Senver senice

have to be installed on the same server.
Hide
4 Remote Server Administration Tools
4 Feature Administration Tools
4 Failover Clustering Tools

Include management tools (if applicable)
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Please click “Next”.

Monage  Tools  View  Help

Local Server
i All servers o s .

R File and Storage Service

- o =

DESTINATION SERVER

Hyper-V allows you to virtuaiize your server warkloads by running those workloads on virtual machines.
You can use virtual machines to consolidate multiple workloads on one physical server, to improve
server availability, and to increase efficiency in developing and testing software.

Things to note:

* Before you install this role, you should identify which network connections on this server you want to Hide
use for setting up virtual switches.

* After you install Hyper-V, you can use Hyper-V Manager to create and configure your virtual
machines.

More information about Hyper-V

T dg b ENG

You can create Virtual Switches with ServiceNet. Don’t need Management Port.

& Add Roles and Features Wizard — O -4

DESTINATIOM SERVER

Create Virtual Switches Gows20TesT1 1

Virtual machines require virtual switches to communicate with other computers. After you install this

Before You Begin . § ! )
role, you can create virtual machines and attach them to a virtual switch.

Installation T

Cne virtual switch will be created for each network adapter you select. We recommend that you create
at least one virtual switch now to provide virtual machines with connectivity to a physical network. You
can add, remove, and medify your virtual switches later by using the Virtual Switch Manager.

Server Selection

Network adapters:
Name Description
[] ServiceMet HPE Ethernet 10/25Gb 2-port 622FLR-5FP28 Converged Netv
Migration [] StorageNetd Mellanox ConnectX-5 Adapter

Default tores

- e )
Confirmation (i) We recommend that you reserve one network adapter for remote access to this server. To reserve a

network adapter, do not select it for use with a virtual switch.

< Previous | | Mext > nsta
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= Add Roles and Features Wizard — O =

DESTINATIOM SERVER

Create Virtual Switches GOWS2DTESTD3 |

Virtual machines require virtual switches to communicate with other computers. After you install this role, you can create virtual

Before You Begin ! : :
machines and attach them to a virtual switch.

Installation

One virtual switch will be created for each network adapter you select. We recommend that you create at least one virtual switch now
to provide virtual machines with connectivity to a physical network. You can add, remove, and maodify your virtual switches later by
using the Virtual Switch Manager.

MNetwork adapters:

MName Description

Embedded FlexibleLOM 1 Port 2 HPE Ethernet 10/25Gb 2-port 622FLR-5FP28 Converged Netwo
[] Embedded FlexibleLOM 1 Port 1 HPE Ethernet 10/25Gb 2-port 622FLR-SFP28 Converged Netwo
[] StorageNet3PCle Slot 2 Port 1 HPE Ethernet 10/25Gb 2-port 6215FP28 Adapter

Migrat

Default

Confirmation We recommend that you reserve one network adapter for remote access to this server. To reserve a network adapter, do not select

it for use with a virtual switch,

| < Previous | | Mext » nsta

Please ignore and do not set this up. Please click “Next”.

Manage  Tools  View

B Local Server
All Servers ~ o ol 1

¥R File and Storage Service{ [ Add Roles and Features Wizard - O b

DESTINATION SERVER

Virtual Machine Migration

Hyper-V can be configured to send and receive live migrations of virtual machines on this server.
Configuring Hyper-V now enables any available network on this server to be used for live migrations. If
you want to dedicate specific networks for live migration, use Hyper-V settings after you install the role.

[ Allow this server to send and receive live migrations of virtual machines

Authentication protacel Hide

Select the protoco
® Use Credential Security Support Provider (CredSSP)
This protacol is less secure than Kerberas, but does not require you to set up constrained
delegation. To perform a live migration, you must be logged on to the source server.

ou want to use to authenticate live migrations.

Use Kerberos
This protocel is more secure but requires you to set up constrained delegation in your H
environment to perform tasks such as live migration when managing this server remotely.

Confirmation

i, If this server will be part of a cluster, do not enable migration now. Instead, you will configure the
server for live migration, including specifying networks, when you ereate the cluster.
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Please click “Next”.

- @ | r Manage  Tools
Dashboard WELCOME TO SERVER MANAGER

Local Server

B§ File and Storage Service{ i Add Roles and Features Wizard

Default Stores

DESTINATION SERVER

Bef

Hyper-V uses default locations to stare virtual hard disk files and virtual machine configuration files,
unless you specify different locations when you create the files. You can change these default locations
now, or you can change them later by modifying Hyper-V settings.

Installation Ty

Default location for virtual hard disk files:

C\Users\Public\Documents\Hyper-V\Virtual Hard Disks

Hide
Default location for virtual machine configuration files:

Ci\ProgramData\Microsoft\Windows\Hyper-\'

You should see this below.

Server Manager * Dashboa

Manage  Tools

Dashboard WELCOME TO SERVER MANAGER

Local Server

@ File and Storage Service{ [ Add Roles and Features Wizard

Confirm installation selections DEsTINATOW sevER

To install the following roles, role services, or features on selected server, click Install
] Restart the destination server automatically if required
Optional features (such as administration tools) might be displayed on this page because they have

been selected sutamatically. If you do not want to install these optional features, click Previous to clear
their check boxes.

Hide
Failover Clustering

File and Storage Services
File and iSCS| Services

File Server

Hyper-V/

Remote Server Administration Taols
Feature Administration Tools
Failover Clustering Tools
Failover Cluster Management Tools

Failover Cluster Module for Windows PowerShell

Export configuration settings
Specify an alternate source path

< Previous jext > Install Cancel
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7

Please select “Restart Option”.

@ v Server Manager * Dashboard ez

Dashboard WELCOME TO SERVER MANAGER

i Local Server ’—
llSeyers | . YNSRI D

[
W5 File and Storage Servicet T A

DESTINATION SERVER

Confirm installation selections

Before vou Begin To install the following roles, role services, or features on selected server, dlick Install

Restart the destination server automatically if required

Optional features (such as administration tools) might be displayed on this page because they have
been selected automatically. If you do not want to install these optional features, click Previous to clear
their check boxes. Lide

Failover Clustering

File and

il Add Roles and Features Wizard
ile|

If a restart is required, this server restarts automatically,

- - Hyper- 1. without additional natifications. Do you want to allow
emate
Feql

Failover Cluster Module for Windows PowerShell

Export configuration settings
Specify an alternate source path

e D Cance

If you did not choose the option, you will see below.

! Feature installation |)(

A restart is pending on GOWS2DTESTOS.
You must restart the destination server to finish the
installation.

! Automatic Refresh
]

Refresh completed with one or more warning
messages

0 Feature installation
1

Installation succeeded on

cows2oTesTo3-

Add Roles and Features

Task Details
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Please click “Install”.

Server Manager * Dashboard @ P Memage oo view

Dashboard WELCOME TO SERVER MANAGER

Local Server
Al Servers - F . Y ‘ . ~

& File and Storage Service{ s Add Roles and Features Wizard - o b

DESTINATION SERVER.

Confirm installation selections

To install the following roles, role services, or features on selected server, click Install,

Restart the destination server automatically if required

Optional features (such as administration tools) might be displayed on this page because they have
been selected automatically. If you do ot want to install these optional features, click Previous to clear
their check boxes.

Hide

Failover Clustering
File and Storage Services
File and iSCSI Services
File Server

Hyper-V

Remote Server Administration Tools
Feature Administration Tools
Failover Clustering Tools
Failover Cluster Management Tools

Failover Cluster Module for Windows PowerShell

Export configuration settin
Specify an alternate source path

Please click “Close”.

v@| r. Manage  Tools  View  Help

B Local Server

g File and Storage Service{ f Add Roles and Features Wizard - o X

DESTINATION SERVER

Installation progress

View installation progress

@ Festure installation

Installation started on gows2dtest0T.namicr

Hide

Failover Clustering
File and Storage Services
File and iSCSI Services
File Server
Hyper-V
Remote Server Administration Toels
Feature Administration Tools
Failover Clustering Tools

Failover Cluster Management Tools

Failover Cluster Module for Windows PowerShell

Bale : Tt

You can close this wizard without interrupting running tasks. View task progress or open this.
page again by clicking Notifications in the command bar, and then Task Details.

Export configuration settin

D p

Please configure it on another node also.

NVMe SSD Best Practices on Microsoft Azure Stack HCI 80




Configure Failover Cluster

Please run Server Manager and click “Failover Cluster Manager” under Tools.

x

T Server Manager -

Server Manager * Dashboard @) | P wenage ool view

Cluster-Aware Updating

Component Servies

Dashboard PWETCOMENISERVER RANASER Computer Mansgement

Local Server Defragment and Optimize Drives
All Servers Disk Cleanup
Configure this local server —

¥R File and Storage Services >
B Hyper-v QUICK START

Failover Cluster Manager

Hyper-V Manager
iSCS| Initiator
Local Security Policy

Microsoft Azure Services
oup ODBC Data Sources (32-bit)
ODBC Data Sources (64-bit)

cloud services Performance Monitor

WHAT'S NEW -
4 Create a server

Connect this se

Brint Management Hide
LEARN MORE Recovery Drive
Registry Editor

Resource Monitor

ROLES AND SERVER GROUPS
Roles Services

Server groups: 1 | Server

System Configuration
File and Storage

1 B Hyper-v " System Information 1
Services | TaskScheduler
® Manageability @ Manageability ® Windows Defender Firewall with Advanced Security
B B Windows Wemory Disgnostic
i o Windows Powerhel
envices srvices Windons PowerShell (<B6)
Performance Performance Windows PowerShell ISE
BPA results BPA results Windows Powershell ISE (x86)

Windows Server Backup

Server Manager * Dashboard Manage  Tools  View
EEER . oo ven o
] La(a"@é.} ‘ B
g File a  Failover Cluster Manager X
perform configuration changes to Failover Cluster Manager -
BB Hyper

Try managing clusters with Windows Admin Center & Validate Configuration...
.
Windows Admin Center bings together new and famiiar features n one browser-based app. = CreateCluster.
it runs on a server or a PC. and there's no additional cost beyond your Windows icenses.
For hyper-converged custers. you get a unfed view of Vs, storage. and networking
cluster-nide monitoring, and simpler management of volumes and VMs [the availability of server roles. The View N
1f one of the nades fails. another

i

Cannect to Cluster..

|6 Refresh
Get more infio at aka me/WindowsAdminCenter [£] Properties
] Dont show this message again H Hep
Node Status e
No gems found.
1

() Management

To begin o use failover clustering,first valdste your hardware configurston, and hen creste 3 cluster. Afte these
steps are complete, you can manage the cluster Managing 3 custer can indude copying roles 1ot rom 3 cluster
runiing Windows Server 2019 or supported previous versions o Viincows Server

50 Validate Confiquration

Creste Cluster.

0 Comnedt to Cluster...

® More Information
I Ealover clustertopics onthe Web
I Falover cluster communities on the Web

I8 Microsoft support page onthe Web

Failover Cluster Manager:
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Failover Cluster Manager

X
File Action View Help
= | B m
Z: Failover Cluster Manager [T T P— Actions
iy Create failover clusters, validate hardware for potential failover clusters, and perform configuration changes to your failover clusters. Failover Cluster Manager -
% & Validate Configuration...
] Create Cluster..
(@ Overview B Connect to Cluster...
Afailover cluster is a set of indapendent computers that work together to increase the availabilty of server roles. The clustered servers (called nodes) are connected v ,
by physical cables and by software. If one of the nodes fails, another node begins to provide services. This process is known s failover. few
|6 Refresh
(~) Clusters [Z] Properies
Name Fole Status Node Status Event Status B Hep

No items found

(#) Management

To begin to use failover clustering, first validate your hardware configuration, and then create a cluster. After these steps are complete, you can manage the cluster.
Maraging a custer can include capying roles to it from a cluster running Windows Server 2019 or supparted previous versions of Windows Server

% Vaidate Corfiuration...

| Create Cluster.

# Connect to Cluster.

(~) More Information
I Faiover duster topics on the Web
WG Failover cluster communities on the Web

I Microsoft support page on the Web

This action launches a wizard that will guide you through the process of creating a new cluster.

T1dg o ENG

Please click “Create Cluster---".

File Action View Help
= |m |
5 Failover Cluster Manager

Failover Cluster Manager

Actions
iy Createfalover dusters. validate hardware far potentil falover custers, and perform canfiguration changes to yaur ailover clusters. e T TS o
% & Validate Configuration...

& Create Cluster...

(@) Overview 5 Connect to Cluster.
Afailover cluster is 3 set of independent computers that work together to increase the availabilty of server roles. The clustered servers (called nodes) are connectsd i N
by physical cables and by software. If ane of the nodes fails, another node begins to provide services. This process is known as failover. tew
Refresh
(» Clusters— Properties
— | & Create Cluster Wizard X Hel
Name °

444 Before You Begin

i

‘This wizard creates a cluster, which is a set of servers that work together to increase the availabilty of
Select Servers clustered roles. ff one of the servers fals. another server begins hosting the clustered roles (@ process

known = faiover).
Validation Waming
Before you run this wizard, we sirongly recommend that you run the Validste a Corfiguration Wizard to

Access Point for ensure that your hardware and hardware settings are compatible with falover clustering,

Administering the
(@) Manager Microsch supparts a cluster soiution orly i the complete cortiguration (servers, netwark, and storage) can
T il C: pass all tests i the Validate a Configuration Wizard. In addtion, all hardware components in the cluster
© begin to uss fail solution must be "Certfied for Windows Server 2019." uster.
Manzging a cluster
Creating New Cluster
% Voldete Corfi You must be a local administrator on each of the servers that you want to inciude in the cluster.
eldote Lorlq 5 mmary
Crete Cluster| To cortinue, click Next

W Connect to Clul

More about Mieroseft suppert of cluster solutions that have passed validation tests

@ More Inf
& Faiover cluster
1§ Faiover cluster
1§ Microsoft supp

[ Do not show this page again

Next > Cancel

This action launches a wizard that will guide you through the process of creating a new cluster.

NVMe SSD Best Practices on Microsoft Azure Stack HCI 82




Please click “Browse”

=
File  Action

|

Failover Cluster Manager

View Help

Failover Cluster Manager

iy Create failover clusters, validate hardware for potential failover clusters, and perform configuration changes to your failover clusters.

() Overview

Afailover cluster is 2 set of independent computers that work together to increase the availabilty of server roles. The clustered servers {called nodes) are connected
by physical cables and by software. If one of the nodes fails, another node begins to provide services. This process is known 2s failover.

(@ Cluster

Name

3 Create Cluster Wizard X

7§ Select Servers

Before You Begin

Validation Waming

Add the names of all the servers that you wart o have in the cluster. You must add at least one server.

Access Poirt for Enter server name:

| [ Browse
Admiistering the
® Manager Cluster Selected servers:
To begin to use fail Confimation uster.
Managing a clustel ¢c.ing New Custer
) Valdate Corfid
Summary
& Create Cluster.
Connec to Cly
@ More Inf
1§ Failover cluster
© Faiovercustel < Previous Cancel

& Microsoft supp

This action launches a wizard that will guide you through the process of creating 2 new cluster

Actions
Failover Cluster Manager -
&l Validate Configuration.
& Create Cluster...
B9 Connect to Cluster.

View »
G Refresh

[E] Properties
7]

File Action View Help

“=|m 5

Failover Cluster Manager

Failover Cluster Manager

4fiy Create failover clusters. validate hardware for potential fallover clusters, and perform configuration changes to your failover clusters.
]

(> Overview

Afailover cluster is 2 set of independent computers that work together to increase the availabity of server roles. The clustered servers (called nodes) are connected
by physical cables and by software. If one of the nodes fails, another node begins to provide serviees. This process is knwn os failover.

(~ Clusters
— ]

Name

493 Select Servers

i

Before You Begin

Select Computers st one server.

X

Select this obieet type:

[Comptors | | Gbiect Types
FErom this location: :l
[nasmicon com || Locatons..

T begin 1o us:
Managing a cluster

Bluster.
Erterthe object names to select (examples)

¥ Validate Confiq Summany lgows 2drest] Check Names
) Croate Cluster '
8 Conrect to Ol

1 Advanced Cancsl

® More Inf(‘

1§ Faiover cluster
1§ Faiover cluster

<Previous
1§ Microsoft suppe

Cancel

This action launches a wizard that will quide you through the process of creating o new cluster.

Actions

Failover Cluster Manager -
@ Velidate Configuration.

EJ Create Cluster..

8 Connectto Cluster...

View »
Refresh

Properties

Help
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File View Help
G | 2]

Failover Cluster Manager

Action

action launches a wizard that will guide you through the process of cre:

lover Cluster Manager

31;[‘5 Create failover clusters, validate hardware for potential failover clusters, and perform configuration changes to your failover clusters.

® Overview

Afailover cluster is @ set of independent computers that work together to increase the availabilty of server roles. The clustered servers (called nades) are connected
by physical cables and by software. lf ane of the nodes fails. anather node begins to provide services. This process is known as failover

@ Clusters

Name

%:‘.i Select Servers

Befors You Begin

Validation V

15t one server.

Multiple Names Found

ming

| Access Point for
Administering the

o) Manager Cluster

Ta begin to use fail| Corfimation
Managing a cluster

¥ Validate Corfi

More than one object matched the name "gowsZdtest0". Select one or more:
names from this list, or, reenter the name.

Maiching names ster.

Creating New Clust{ Name Description

In Folder

Summary
reate Cluster

¥l Connect to Clu|

(») More Infe

1§ Failover cluster
1§ Failover cluster

1§ Microsoft supng
Cancel

ing a new cluster.

Actions

Failover Cluster Manager

@ Vvalidate Configuration..

&) Create Cluster...

5 Connectto Cluster..
View

|G Refresh

[E] Properties

H Hep

File Action View Help
@<= B
5 Failover Cluster Manager Failover Cluster Manager Actions
iy Create fallover chsters valdate herdare for potentialfailover clusers, and perform configuration changes to your falover chisters. R AN -
3 & Validate Configuration...
3 Creste Cluster..
(@ Overview & Connectto Cluster.
Afsilover cluster s 3 et of indspendent computers that work together to increass the availabily of server roles. The clustered servers (called nodes) are connected v )
by physical catles and by scftwars. f ane of he nodes fals, another node begins to provide senvices. This process is known ss failover few
& Refresh
(® Clusters [ propeties
Name @ e

%‘a Select Servers

Before You Begin

Select Computers st one server.

N Select this object type:
Vaidaion Waming| =
y omputers
oo Pt | [ | [eaTom] | ey
| Administeringthe | From this location
© Manager b | Eontete ==
Ta begin to uss fail Confmaton Suster
Managing a GUSIST . ey, Ciue| Enterthe object namesto select (eamples
1 Valdae Cortig owsZttest01. aowsTdhestiZ] Check Narmes
# Create Cluster |
i Connectto Q|
Advanced. Cancel
(A More Infc

1§ Failover cluster

19 Falover cluster < Previous Caneel
1§ Microseft supp

This action launches a wizard that will guide you through the process of creating a new cluster.
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Please click “Next”.

=1
File Action View Help
4 = ||m| ||

4 Failover Cluster Manager

lover Cluster Manager Actions

#ifly Create failover clusters, validate hardware for potential ailover clusters, and perform configuraticn changes to your failover clusters. Failover Cluster Manager =
=

= & Validate Configuration.

0 Create Cluster.

() Overview & Connectto Cluster
Afailover dluster is @ setof independent computers that work together t increase the availabilty of server roles. The clustered servers (called nodes) are connected v R
by physical cables and by software. If one of the nodes fails, another node begins to provide services. This process is known 2s failover. Tew
|G Refresh

(® Cluster P » [E] Properties
— | & Create Cluster Wizan

Name B ree

'%;li Select Servers
Before You Begin Addthe names of ll he servers that you wart to have in the custer. You must add at least one server.

Valdation Waming
Access Point for Enter server name: Browse
\dministering the:

(®) Manager Cuser Selected servers gows2dtestO |
To begin to use fail| Confimnation gows2dtest(2)
Mana

i
g3 cluster

uster.
Creating New Cluster

lidate Corfi

Summary

Create Cluster,

% Cornect to ClJ

() More Inf
IS Failover cluster
1§ Failover cluster

P < Previous Next > Cancel
Microsoft suppi

This action launches 2 wizard that will guide you through the process of creating a new cluster.

File Action View Help

L 2l 7|

4 Failover Cluster Manager Failover Cluster Manager Actions

#fy Creste failover clusters. validate hardware for potential failover clusters, and perform configuration changes to your failover clusters. Failover Cluster Manager =
i

@ Validate Configuration...

E1 Create Cluster..

() Overview i Connectto Cluster..
Afailover cluster is 2 set of independent computers that work together to increase the availabilty of server roles. The clustered servers (called nodes) are connecied View R
by physical cables and by software. ff ane of ihe nodes fails. anether node begins to provide senvicas. This process is known os failover
6] Refresh
Properties
® Clusters ) Create Cluster Wizard x a "
Name B e

aj%;a Validation Warning

Before You Begin Forthe servers you selected for this cluster. the reports from cluster Gonfiguration vaiidation tests

appearto be missing orincomplete. Microsait supports a cluster solution only f the complete:
corfiguration (servers. network and storage) can pass al the tests in the Validate a Corfiguration
wizard,

Select Servers !

Validation Waming

Access Point for
Administering the

Do you want to un corfiguration validation tests before continuing?

(») Manage|“
To begin to use faf Cofimation cluster.
Managing a cluste| Creating New C
- ¢ @ es. When | clck Next, un corfiguration vaidstion tests. and then etum o the process of creating
8 Valdate Corfil Summary the cluster.
& Create Cluster
- (O No. | do ot requie sugportfom Mcrosaf forths custer, and therefre do ot wantto unthe
0 Connect to Gl vadatio tests. When | cick Next.continue creating the cluster.
(> More In More obout cluster valdation testa

1§ Failover clustd]
1§ Faiover dustd]

< Previous Net > Cancel
1§ Microsoft supy

This action launches a wizard that will guide you through the process of creating a new cluster.

Ddx
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Please click “Next”.

=
File Action View Help
== | @ B
Failover Cluster Manager Actions
#y  Create failover clusters, validate hardware for potential failover clusters, and perform configuration changes to your failover clusters. Failover Cluster Manager a
g & Validate Configuration..
EJ Create Cluster...
(2 Overview i Connect to Cluster..
Afailover cluster s 2 set of independent computers that work together to increase the availabiity of server roles. The clustered servers (called nodes) are connected v R
by physical cables and by software. if one of the nodes fails. another node begins to provide services. This process is known as failover. e
(G Refresh
Properties
(® Clusters & Validate a Configuration Wizard X B Prop
Name B Her

Jf? Before You Begin

‘This wizard runs validation tests to determine whether this configuration of servers and attached storage is
set up comeetly to support failover. A cluster solution is supported by Micsoft only f the complete
configuration (servers, network, and storage) passes al tests in this wizard. In adtion, all hardware
rfimation components inthe cluster solution must be *Certfied for Windows Server 201"

Validating

You must be 2 local administrator on each of the servers that you wart to validate.
Summ:

To continue, click Next

(+) Manage

To begin to use fai cluster.
Managing 2 cluste{

i Vaiidate Corfi
¥ Create Cluster

48 Connect to Cl

More about cluster validation tests
[0 Do not show this page again

@ More In

L
S

P Next > Cancel
Microsoft supy

ver clustel

ver clustel

This action launches a wizard that will guide you through the process of creating a new cluster.

de b ENG

L
File Action View Help
== |m B
Failover Cluster Manager [T — Actions
@ifly Create failover clusters, validate hardware for potential failover clusters. and perform configuration changes to your failover clusters. Failover Cluster Manager -~
&
o & Validate Configuration...
] Create Cluster..
(*) Overview % Connectto Cluster
A failover cluster is a set of independent computers that work together to increase the availability of server roles. The clustered servers (called nodes) are connected Vi N
by physical cables and by software. If one of the nodes fails, anather node begins to pravide services. This pracess is known as failover. e
[ Refresh
Properties
() Clusters| & vslidste a Configuration Wizard X B prop
Name B Hep
aﬂ;? Testing Op
Before You Begin Choose between running al tests or running selected tests.
The tets examine the Clster Configuration, Hyper-V Corfiquraton, nvertay. Netwark, Sorage, and
— System Corfiguration
Validating Microsaft supports a cluster salution only f the complete configuration (servers, network, and storage) can
- pass all tests in this wizard. In addition, all hardware components in the cluster solution must be "Certfied
Summary for Windows Server 2019."
() Manage
To begin to use faf cluster
Managing 2 cluste
¥ Validate Confi ® Run alltests fecommended)
7
Create Cluster O Runonlytesis I select
¥ Connect to I
(@ More In More shout custer validation tests
& Falover cluste]
6 Falover uag <Previous Next > Cancel
& Mcrosoft supy

This action launches a wizard that will guide you through the process of creating a new cluster.

1dg o ENG
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Please click “Next”.

=
File Action View Help
@
4 Failover Cluster Manager Failover Cluster Manager Actions
F! ,!'3_,% Create failover clusters, validate hardware for potential failover clusters, and perform configuration changes to your failover clusters. Failover Cluster Manager -

& Validate Configuration...

& Create Cluster...

(=) Overview 5 Connectto Cluster..

Afailover cluster is 2 setof independent computers that work together to increase the availability of server roles. The dlustered servers (called nodes) are connecied v R
by physical cables and by software. if one of the nodes fails, another node begins to provide services. This process is known 2s failover. iew

|G Refresh
Properties
(@ Clusters & validate a Configuration Wizard x G prop
Name @ e

ﬁ? Confirmation

Before You Begin You are ready to start validation.

P — Plesse confim that the foloning setings are corect
=
Servers to Test
Validating
QDWEMEQD;-
Summan
o] Manage, gowsZdtest:
To beginto use fa Tests Selected by the User Category cluster
Maraging 3 cluste ListInformation Abov Servers Runring HyperV Hyper-V Configuration
¥ voldete Coctt Validate Compatibity of Vitual Fiore Channel SANS for HyperV Hyper-V Configuration
& Create Custen Validats Hypsr-V Memory Resource Pool Compatibity Hyper-V Corfiguration
B Connect 1o Jolzte L 7 Mt B Dl e Vi1 Gty Compatiy  Vumee I et ot v
To continue. click Next.
(» MoreIn

1S Falover clustel
1S Fallover clustel

P < Previous Next > Cancel
Wicrosoft sup

This action launches a wizard that will guide you through the process of creating a new cluster.

When you see the screen below, please click “View Report”.

File Action View Help
«=|m |0 E

4 Failover Cluster Manager Failover Cluster Manager

Actions
il Create falover clustes,validate hardware for potential ailover lusters, and perform configurtion changes to your falover dlusiers. Failover Cluster Manager -

& validate Configuration...

E3 Create Cluster
(2 Overview 5 Connect te Cluster.
Afailover dhuster is @ set of independent computars that work together to increase the availability of server roles. The dustered servers (called nodes) are connected View R
by physical cables and by software. ff one of the nodes fails, another node begins to provide services. This process is known as failover.

6] Refresh
Properties
(® Clusters &8 Validate 2 Configuration Wizard X & pro
Name: B rep
%?? Summary
Befors You Begin Testing has completed for the tests you selected. One or more tests indicate that the corfiguration
- is not sutable for clustering. A cluster solution is supported by Microsaft only f you un al cluster
Testng Options vaiidation tests, and all tests succeed with or wehout wamings).
Confimnation
- Node A
R gows2dtest01 Vaidated
(gows2dtest (slidates

5 oy I | oo
o bt o £ Result .

M"E::S;:g e List BIOS Informafion Success et
4 Vit Confs List Disks Suceess
= List Disks To Be Validated Sucsess
i Create Quster List Environment Variables Success
i) Cornect to Gl List Fbre Charnel Host Bus Adapters Success
List Host Guardian Service clert corfiguration Suceess .
To view the report created by the wizard, click View Report View Report.

(> MoreIn To close this wizard, cick Fish
& Failover cluste
& Faiover cluste]

16 Microsoft supy

This action launches  wizard that will guide you through the process of creating a new cluster.

Tl dg of+ ENG
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The report will be opened with Internet Explorer.

File Action View Help
=@ Hm

4 Failover Clu:

L Failover Cluster Manager -
£ C\Users\Administrator\AppDate\ Local\ Temph T\tmp2D2Fimp. = € | | Search.. p- 0
&8 Validate Configuration.
& Failover Cluster Validation R... % ||

| E Create Cluster...
Microsoft Home.

~ &H Connectto Cluster...
lled nodes) are connected View R
Internet Explorer 11 x 5 Refrech
- f [ Properties
Set up Internet Explorer 11
Node: & P P H Hep
Node:
Started @ @ Use recommended security, privacy, and compatibility settings
Completed Windows Defender SmartScreen helps protect you from malicious websites and
) software by sending some web addresses to Microsoft to be checked. Compatibility lists
LtETEERAE are dewnloaded to make Internet Explorer 11 features work better with changing EUI SRR configuration
e websites and lder PC hardware, Read the Intemet Explorer privacy statement online, rall cluster
%2 O Don't use recommended settings ,,
Results by
home | Send Do Not Track requests to tell sites you prefer not to be tracked ]
cluster.

Hyper-V Confiqul
inventory
Adkma e
storage Not Applicabie v
System Configurstio Failed i

Internet Explorer restricted this webpage from running scripts or e

Atk coptrore pag 9 e Allow blocked content N Finish

This action launches a wizard that will guide you through the process of creating a new cluster,

x
£ C:\Users\Administrator\AppData\Local\ Temp\T\tmp2D2F tmp.htm ~ & || Search. o~ g
& Failover Cluster Validation R. Ll
Microsoft Home: A
Failover Cluster Validation Report
Node: gows2dteston I:l Validated
Node: ‘gows2dtest02. Validated
Started 9/4/2019 T:34:16 AM
Completed '8/4/2019 7:35:16 AM
The Validate a Configuration Wizard must be run after any change is made to the configuration of the cluster or hardware, For more information, see httpsy//ge.microseft.com/fwlink/o/ZLinkid =280145,
Results by Category
Name Result Summary Description
Confiquration Failec
Success
Failec
Not Applicable
Failed
Hyper-V Configuration
Name Result Description
List Information About Servers Rur per-v Success
Validate Compatibilty of Virtual Fibre Channel SAN for Hyper Success
Validate Hyper-V Memory Resource Pool Compatibility Success.
Validate Hyper.V Metwork Resource Pool And Virtual Switch Compatibilit Failed
Validate Hyper-V Processor Resource Pool Compatibili Success.
Validate Hyper-V Role Installed Success
Validate Hyper-V Storage Resource Pocl Compatibility Success
Validate Matching Processor Manufacturers Success
v
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When you pass the validation, please enter “Cluster Name” as below.

File Action View Help

=@ =

% Failover Cluster Manager Fal

ver Cluster Manager Actions
¥l Create failover clusters. validate herdware for poteniialfailover clusters. and perform configuration changes to your failover clusters. (Tl A LT 7 -
i & Validate Configuration...

B Create Cluster...
(x) Overview E

Afailover cluster is a set of independent computers that work together to increase the availability of server roles. The clustered servers (called nodes) are connected

Connect to Cluster...

by physical cables and by software. I one of the nodes fails, another node begins to provide services. This process is known as failover View 4
[ Refresh
[E] Properties
() Clusters 9 Create Cluster Wizard X
Name B rep

-%—%;i Access Point for Administering the Cluster

Before You Begin Type the name you want to use when administering the cluster.
Select Servers

Access Point for
Administering the
Cluster

(® Manage| rmon
To begin to use fa] Cr2ating New Cluster

Cluster Name: gows 2dtestcluster]

, The NetBIOS name is limited to 15 characters. One or more DHCP IPv4 addresses were configured
automatically. All networks were configured automatically.

cluster.

Managing a clustel 5.mmary
#§ Validate Confi

(=) More Int
h Failover cluste]
G Failover cluste]
I Microsoft sup]

< Previous Next > Cancel

This action launches a wizard that will guide you through the process of creating a new cluster.

Please enter Cluster name and IP address.

'}} Create Cluster Wizard %

-%’%1 Access Point for Administering the Cluster

Before You Begin Type the name you wart to use when administering the cluster.

Select Servers
Access Pairt for

Cluster Name: Please put cluster name |

Administering the

Cluster The NetBIOS name is limited to 15 characters. One or more IPv4 addresses could not be configured

| automatically. For each network to be used, make sure the network is selected, and then type an
Confirmation address.

Creating Mew Cluster Networks Address

Summary

< Previous Next > Cancel
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You will see below. please remove the check box of “Add all eligible storage to the cluster.”.

Please click “Next”. Note: If you enable the check box, you may re-create the Storage

Spaces Direct with power shell command.

& Create Cluster Wizard bt
%‘"a Confirmation
BN
Before You Begin ‘You are ready to create a cluster.
Select Servers The wizard will create your cluster with the following settings:
Access Point for
Administering the Cluster 2
Cluster gos2dcluster2
—
Creating New Cluster GOWSZDTESTDB-
S GOWS2DTESTDS
Cluster registration
DMS and Active Directory Domain Services v
E Add all eligible storage to the cluster. I
To continue, click Next.
< Previous Cancel
Please click “Finish”.
5531 Create Cluster Wizard
Summary
Before You Begin ‘You have successfully completed the Create Cluster Wizard.
Select Servers
Access Point for
Administering the Node ~
Cluster GOWS2DTESTO3)
Confirmation GOWS2ZDTESTOY
Creating New Cluster Cluster
IP Address
]
To view the report created by the wizard, click View Report. View Report...

To close this wizard, click Finigh.
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Troubleshooting:

If you do not have enough AD permission to do organization units (OU), you will see the

screen below. Ask your Windows domain admins to input a credential for you with enough

permissions.

File Action View Help
+=|m =

4 Failover Cluster Manager Failover Cluster Manager

ﬁ% Create failover clusters.

pot

computers that work together to increase the availability of server roles. The dustered s
e of

(® Overview

Afailover duster i a setofindependent
Sofware. ffon

(@ Clusters

‘another node begins to provide senices This process is knoun a5

Name

Before You Begin
Select Servers
Acoess Point for

Admiristering the
Custer

@ Managg Cimeien
o begin'to uss fa] Cre2tna New Clste
Managing 2 duste] Simmary

0 Valigate Confi
) Creste Cluste
0 Comnect to Cl)

@ More Int
1 Etovercst
1 Esoverc
6 bosort o

&l Creste Cluster Wizard

%a Access Point for Administering the Cluster

Type the name you want to use when administering the cluster.

Cluster Name:

[oows2testeiuster

< Previous

Next >

() T NeIBIOS name s iited o 15 characters. One or more DHCP Py-4 addresses were confiured
D' tomatically. Allnetworks were configured automaticaly.

Cancel

This action launches a wizard that wil guide you through the process of creating a new cluster.
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ervers (called nodes) are conmected
ilover.

cluster.

Actions

Failover Cluster Manager

& Validate Configuration

B Create Cluster.

B Connectto Cluster.
View

[a Refresh

[£] Properties

H Help

D dg b ENG

A%cron




ER
File Action View Help

= |m BE

R et Gl e

This action launches 3 wizard that will guide you through the process of creating a new cluster.

-
Failover Cluster Manager Actions
Ehy Create fil validate pot il d perf i changes to your failover clusters. e ey =
iy @ Validate Configuration.
&) Create Cluster.
@ Overview 8 Connectto Cluster.
A asetof increa e roles . R
by physical cables and by software. If one of the nodes fails. ancther node begins to provide services. This procsss is known 2s failover. e
[a Refresh
(@ Clusters F [E) Propeties
Name B v
#; Access Point for Administering the Cluster
Before You Begn Type the name you want to use when adminsterng the cluster
Eror x [l
@ The operation has failed.
Confimation
@ Manage i o Gl Errorin Validation
To begin to use faf (123010 New Cluster cluster
Managing a cluste, Surmmary
35 Valiate Comi{ Lsceas ok
Create Cluster
Unable to determine f the computer‘gows2dtestclust” exists in the domain
9 Comectto il "WDCNAGOT.na.micron.com'
e —
) More Inf
) Esiovercusidl
1§ Falovercustel <Proviows Next>
[ yT—
. TATAM
D oo T O

Please confirm new cluster is working well or not with below process. Please open the

failover cluster manager. Please click the new one which you created. Please check the

summary.

}E Failover Cluster M

al anager Cluster gos2dcluster2,
~ & gos2dcluster2|
@ Roles

jj Nodes
v [} Storage
4 Disks
E Pools
BB Enclosures
iﬂ Networks
Cluster Events

! Summary of Cluster gos2dcluster2
@ gos2dcluster? has 0 clustered roles and 2 nodes.
Mame: godecIusterZ_

Current Host Server: GOWS2DTEST03

Recent Cluster Events: §, Eror: 8 Waming: 8

Witness: MNone

Networks: Cluster Network 1, Cluster Network 2, Cluster Network 3, Cluster Network 4, Clu_
Subnets: 5IPvdand 1IPvE

(%) Configure

Configure high availability for a specific clustered role, add one or more servers (nodes). or copy roles from a cluster running Windows Server 2013 or supported previous versions of
‘windows Server.

5 Corfiqure Role.

H Failover cluster topics on the Web
2% Validate Cluster...
¥ Add Node.

“% Copy Cluster Roles...

4=} Cluster-Aware Updating

(*) Navigate

EI Roles E‘ Modes EI Storage EI Metworks
@] Cluster Everts

Please click the “Nodes” in left pain. Please confirm all node are UP.

NVMe SSD Best Practices on Microsoft Azure Stack HCI 92 4"7 icron




-.af'ii.i Failover Cluster Manager
File Action View Help

= 1T HE

-‘% Failover Cluster Manager
v f:;ﬁ gosddcluster? NN e—

% Roles

_Eﬁ Modes MName Status
v e Zt_ﬂrage =, GOWS2DTESTO3 (®) Up
cd Disks 2 GOWS2DTESTO4 @® Up

£ Pools
BH Enclosures

_fj:.] Metworks
Cluster Events
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Witness for Cluster

If you are not familiar with Witness, the below link has more detail about it.

English

https://docs.microsoft.com/en-us/windows-server/failover-clustering/deploy-cloud-

witness#cloud-witness-overview

Japanese

https://docs.microsoft.com/ja-jp/windows-server/failover-clustering/deploy-cloud-

witness#cloud-witness-overview

Please open Failover Cluster Manager. Right click on cluster as shown.

Please click “Configure Cluster Quorum Settings”

4 Failover Cluster Manager Cluster gos2dcluster2.
v &3] gos2dcluster2

' Roles Configure Role... gos2dcluster2
5 Nodes Validate Cluster... ‘ered roles and 2 nodes.

e "—‘ﬂéém[a]iis Wiew Validation Report i Netwn
£ Pools Add Node.., FST3 ]
Enclosures £, Waming. &

:1:" Metwarks Close Connection

Cluster Events Reset Recent Events

More Actions > Configure Cluster Quorum Settings...

py rols
Wiew ¥ Copy Cluster Roles...

d Fs
Refresh Shut Down Cluster...
Properties Destroy Cluster..,
Help Move Core Cluster Resources »

? Custer-Aware Updating... Cluster-Aware Updating
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Please click “Next”.

fj‘j Configure Cluster Quorum Wizard

450 Before You Begin

4=

=1

This wizard guides you through configuring the quonum for your failover cluster. The relevant cluster

Select Guomnm elements are the nodes and, in some quorum configurations, a disk witness or file share witness.

Corfiguration Opti
onfiguration Option The quoum configuration affects the availability of your cluster. A sufficient number of cluster elements
Corfirmation must be online, or the cluster loses quorum™ and must stop running. Note that the full function of a cluster
depends not only on the quarum, but also on the capacity of each node to support the clustered roles.
Configure Cluster

Quorum Settings Important: Run this wizard only if you have determined that you need to change the quorum configuration
- : for your cluster. When you create a cluster, the cluster software automatically chooses a quorum
=Ummary configuration that will provide the highest availability for your cluster.

To continue, click MNext.

Failover Cluster Quorum and Witness Configuration Options

[J Do not show this page again

o>

Please choose “Select the quorum witness”.

’_—f: Configure Cluster Quorum Wizard

Before You Begin Select a quorum configuration for your cluster,
Select Quorum

Select Quorum Configuration Option

Corfiguration Option ) Use default quorum corfiguration
The cluster determines quanum management options, including the quorum witness.

Select Quorum
Witness
(@) Select the quorum witness
fou can add or change the quorum witness. The cluster determines the other guorum management
options.

Confirmation

Configure Cluster
Quorum Settings
() Advanced quorum configuration

Summary
You determine the quorum management options, including the quorum witness.

Failover Cluster Quorum and Witness Corfiguration Options

< Previous MNext = Cancel
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You will see below options.

53'1_’ Configure Cluster Quorum Wizard b4

?’%}]l Select Quorum Witness

Before You Begin Select a quorum witness option to add or change the quorum witness for your cluster configuration. As a
best practice, configure a quorum witness to help achieve the highest availability of the cluster.

Select Quorum

Corfiguration Option

Tt (® Corfigure a disk witness
Witness Adds a quorum vote of the disk witness

Configure Storage

Witness i) Corfigure a file share witness
T E Adds a quorum vote of the file share witness
Corfigure Cluster () Corfigure a cloud witness

] Settings
LIOMLIM SEting Adds a quorum vote of the cloud witness

Summary
() Do not corfigure a quorum witness

Failover Cluster Quorum and Witness Configuration Options

< Previous Mext > Cancel

However, you only have two options. One is cloud Witness, and one is “Configure a file

share witness”.

Note: Configure a Disk Witness will consume your DAS so the first option is not available

with Azure stack HCI.

If you have cloud environment, it will be best choice. If not, please select “a file share

witness” option.

Acron
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'de Configure Cluster Cucrum Wizard

??l Select Quorum Witness
||

Before You Begin Select a quorum witness option to add or change the quorum witness for your cluster configuration. As a
best practice, configure a quonum witness to help achieve the highest availability of the cluster.

Select Quorum

Configuration Option

() Configure a disk witness

Witness Adds a guorum vote of the disk witness

Select Guorum

Configure File Share
Witness (®) Configure a file share witness

BRI Adds a guorum vote of the file share witness

Configure Cluster () Configure a cloud witness
Cluorum Settings )
Adds a guorum vote of the cloud witness

Summary
() Do nat corfigure a quorum witness

Failover Cluster Quorum and Witness Configuration Options

< Previous Mext = Cancel

Please create new shared folder. And Please point it as below.

'de Configure Cluster Quorurm Wizard

??l Configure File Share Witness
i

SElE e Please select a file share that will be used by the file share witness resource. This file share must not be
Select Quorum hosted by this cluster. It can be made more available by hosting it on another cluster.

Configuration Option

Select Q

Hﬁ?ﬂiess Hemm File Share Path:

Corfigure File Share \\gowyema2016"Quorum| E—

Witness

Corfirmation

Configure Cluster
Quorum Settings

Summary

< Previous Mext = Cancel
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If it is working well, you will see below result. Please click “Next”.

fﬂd_d Configure Cluster Cuorum Wizard X
3?' Confirmation
Before You Begin *You are ready to configure the quonum settings of the cluster.
Select Quorum
Configuration Option
Select Quorum Configure Cluster Quorum Settings ~
S File Share Witness Wgowyema 20168 Guonm
E.;[:E;re Seias Cluster Managed Vating Enabled
Voting Nodes:
Configurs Cluster All nodes are configured to have quorum votes
Quorum Settings
Summary
W
To continue, click Mext.
< Previous Mext = Cancel
Please click “Finish”.
fadi Configure Cluster Quorum Wizard *
Summary
Before You Begin You have successfully configured the quorum settings for the cluster.
Select Quaorum
Configuration Option
Select Quorum Cluster Managed Voting
Witness Enabled
Configure File Share Witness Type
Hiness File Share Witness
Confimation Witness Resource
Configure Cluster vigowyema2016 Quorum
Quorum Settings
To view the report created by the wizard, click View Report. View Report...
To close this wizard, click Finish.
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When you click “View report”, you can see the results.

B .
mm Microsoft
Configure Cluster Quorum Settings
Witness Type: File Share Witness
Witness Resource: ‘Woowyema2016\Juorum2
Cluster Managed Voting: Enabled
Started 1/23/2020 12:10:23 AM
Completed 1/23/2020 12:10:23 AM

All nodes are configured to have guerum votes

Your cluster guorum configuration will be changed to the configuration shown abowve.

Node votes 0Old Value New Value Status
GOWS2DTESTO3 1 1 Unchanged
GOWS2DTESTO4 1 1 Unchanged

Please click Finish.

You can check the result with Windows Admin Center if you already have it. Open it and

click “Add” in Failover cluster Manager as below.

If you are not familiar with Windows Admin Center (WAC), please refer to the link below.

You can access more details, including how to install it, and its many powerful functions.

English

httos://www.microsoft.com/en-us/windows-server/windows-admin-center

Japanese

https://www.microsoft.com/ja-jo/windows-server/windows-admin-center

é O @ E| localhost

Windows Admin Center  Failover Cluster Manager

Failover cluster connections

~+ Add

O Name

Acron
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Please put correct credential.

Failover clusters

Connection tags (©)

+ Add tags

Add cluster Import clusters

Cluster name *

gos2dcluster2

I'EI Access was denied to "gos2dcluster2”. You can still add it to your
connections list, but you'll need to provide administrator
credentials to connect to the cluster.

@ Use my Windows account for this connection

D Use Local Administrator Password Solution with a randomized

password (must already be set up)

O Use another account for this connection

Enter username...

Enter password.

Add with credentials Add Cancel

You can see new cluster info on the tool.
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You can see the status regarding witness on Failover cluster tool as below.

(~) Cluster Core Resources

Name Status Information
Server Name
+ 1% Name: gos2dcluster IZEZI Online
Storage
+ C? Cluster Virual Disk {ClusterPeformanceHistory) IZEZI Orline
Fle Share Witness
@y File Share Witness (\\gowyema2016\Guonm) IZE] Online

Storage Spaces Direct (S2D)

Please check the current status with below Power shell command.
Get-ClusterS2D

If you enable it during making a new cluster, S2D is enabled as below.

EXN Administrator; Windows PowerShell

5 CiZClusterStorageZ\Collecthcontrols> Get-Cluster52D

acheMetadataR
acheModeHDD

acheModes WriteOnly

16

Enabled
gos2dcluster2
Cache

Enabled

rStorage\Collecthcontrol> _

Acron
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If the result as below, you can configure it with these steps.

EN Administrator: Windows PowerShell

Windo Po
Copyright

WriteOnly
16
Enabled

Cache
Disabled

indow

Please check whether your disks are available or not with Get-Physicaldisk on Powershell.

You can see all disks on cluster as below.

oo oo

oo e

MM MM MMM MM T
o

o

@

[N = =)
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Troubleshooting:

If you cannot see your disks, please delete the cluster you created.

% 7 Failover Cluster Manager
File Action View Help

&= 25 HE

= _Ff_li":""er Cluster Manager ‘ Cluster gos2dcluster2.
v B gosF.'chusterE.-" =7
[ Roles EAT ST A 2 ster gos2dcluster2
Eﬁ Modes Validate Cluster... clustered roles and ? nodes.
vl ééﬂrsgi View Validation Report n.Com
isks L.
5 Pools Add Node... 52DTESTO3
- 4, Waming:
BB Enclosures . e i
:1:.1 Networks Close Connection Mgowyema2016\Quorum?)
Cluster Events Reset Recent Events
Mare Actions * Configure Cluster Qucrum 5ettings...
View * Copy Cluster Roles...
Refresh Shut Down Cluster...
Properties Destroy Cluster...
Help Mowve Core Cluster Resources *
4.__,3“‘ Cluster-fware Updating... Cluster-Aware Updating

Please click “Yes”.

Destroy Cluster

Are you sure you want to permanently destroy cluster
gos2dcluster2?
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Please check current status on Disk Management. If you re-use NVMe/SSD/HDD from
other production servers or clusters, the disk may have previous data as below which you

must delete.

e Disk Management

File Action View Help
e EIEHEI =D

Volume | Layout | Type File System ‘ Status | Capacity | Free Spa... | % Free
= () Simple Basic NTFS Healthy (B... 893.62 GB 83322GB 93 %

= (Disk 0 partition 1)~ Simple Basic Healthy (5. 32.00GB 3200GB 100 %
== (Disk 1 partition 1)~ Simple Basic Healthy (5. 32.00 GB 3200GB  100%
== (Disk 2 partition 1} Simple Basic Healthy (R.. 499 MB 495 MB 100 %
= (Disk 2 partition 2}~ Simple Basic Healthy (E.. 100 MB 100 MB 100 %

= Disk 0 1

Basic 52D on gos2dcluster5
2980.82 GB 2048.82 GB 32.00 GB
Online Unallocated Healthy (Storage Spaces Protective Partition)

= Disk 1 1

Basic 52D on gos2dcluster5
2980.82 GB 2948.82 GB 32.00 GB
Online Unallocated Healthy (Storage Spaces Protective Partition)

= Disk 2 [ ! ________________________________________|

Basic ()]
894.21GB 439 MB 100 MB 893.62 GB NTFS
Online Healthy (Recovery Partition) Healthy (EFI System Partitic | | Healthy (Boot, Page File, Crash Dump, Primary Partition)

“© Disk 3 |

Unknown

1788.50 GB 1788.50 GB

Of‘FIineo Unallocated

“O Disk 4 |
Unknown

1782.50 GB 1788.50 GB

Of'FIineo Unallocated

"0 Disk 5 . ]
Unknown

1788.50 GB 1788.50 GB

Offline @ Unallocated

O Disk 6 I
Unknown

1788.50 GB 1788.50 GB

Offline @ Unallocated

B Unallocated B Primary partition
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Please run “cmd” as administrator mode.

— O &
Best match
)
- Command Prompt
Desktop 2| TS Run as administrator
Settings (1) T4 Run as different user
(1 Open file location
56 Unpin from taskbar
43 Pin to Start
s

Please run “diskpart”.

EX Administrator: Command Prompt

Microsoft Windows [Version 16.0.:
(c) 2618 Microsoft Corporation. All

C:\Windows\system32>diskpart
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Please follow the step.

BN Administrator: Command Prompt - diskpart

[Version 18.6
Corporation. |

diskpart

rt version 18.8.17

(PART> list disk

Disk ###

MEnE ]
mmomomDMDm o
mmmmm

Offline
Offline
Offline

o &
mm
mm

DI T> select disk @
Disk © is now the selected disk.
DISKPART> list partition
Partition ### Type
Un
DISKPART> select Partition 1

Partition 1 is now the selected partition.

> delete partition override

fully deleted the selected partition.
> list partition
no partitions on this disk to show.
» select disk 1
now the selected disk.

» list partition

Partition 1 Unknown
» select Partition 1
Partition 1 is now the selected partition.
DISKPART> delete partition override
fully deleted the selected partition.
DISKPART> list partition

There are no partitions on this disk to show.
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When you clean them up, you can see all disks well as below. And you can see normal

status with Get-PhysicalDisks on Powershell.

& Disk Management - a *
File Action View Help

e T HEI=XP L 20

Volume [Layout [ Type | FileSystem [ status | capacity [ Free Spa... | % Free

EES) Simple Basic NTFs Healthy (... 893.62GB 8332268 93%

= (Disk 2 partition 1) Simple Basic Healthy (R... 499 MB 499 MB 100 %
= (Disk 2 partition2)  Simple Basic Healthy (E.. 100 MB 100MB 100%

= Disk 0 . ]
Basic

2980.82 GB 2980.82 GB

Online Unallocated

= Disk 1 1
Basic

2980.82 GB 2980.82GB

Online Unallocated

= Disk 2 I N R ——

Basic ©
894.21 GB 499 ME 100 MB 893,62 GB NTFS
Orline Healthy (Recovery Partition) Healthy (EF| System Partiti || Healthy (Baot, Page File. Crash Dump, Primary Partition)

*©Disk 3 1 —
Unknown
1788.50 GB 1788.50 GB

this disk to show. Offine @ Unallocated

“O Disk 4
Unknown

178350 GB 178850 6B

Offline @ Unallocated

“©Disk 5 I —
Unknown

1788.50 GB 1783.50 68

Offline @ Unallocated

“O Disk 6 T —
Unknown

178850 GB 178850 GB

Offline @ Unallocated

s ek o diEr, W Unallocated Ml Primary partition

munication

Communicat:

v
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EN Administrator: Windows PowerShell

251F_FC1D.

251F_F(C6

1
]
B
q
B
5
S
1

PS C:\Windc

If you have seen this situation several times, please try to create cluster with below

command.

New-Cluster -name CLUSTER NAME -node NODE1,NODE?2 -NoStorage -StaticAddress
192.168.xxX.xXX

Example:

Cluster name : S2DTEST

NODE1: WINS2DTESTO1 [server host name]
NODE2: WINS2DTESTO2 [server host name]
Static IP address : 192.168.1.111

New-Cluster -name S2DTEST-node WINS2DTESTO01, WINS2DTESTO02 -NoStorage -
StaticAddress 192.168.1.111
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Please refer below example also.

New-Cluster -name gos2dcluster2-node gows2dtest03, gows2dtest04 -NoStorage -

StaticAddress _

-NoStorage option is important.

Please run the above command with Administrator mode on Power shell as below.

Windows Server

Search

-
Server Manager L >.

e Windows
Settings Server Manager | PowerShel Unpin from Start

Resize

Windows Accessories #- g More

Windows
Windows Administrative Tools Administrativ... Task Mana ﬁi[ Uninstall

Windows Ease of Access

Windows PowerShell %

Windows Security

Run as Administrator

Run ISE as Administrat

Windows System > Windows PowerShell I

EX Administrator: Windows PowerShell
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EX Administrator: Windows PowerShell

t Corporation. All rights

Forming cluster 'gos2dcluster2’.

L

You cloud create it well.

EN Administrater: Windows PowerShell

Wind
oft Corporation. All rights r

Mew-Cluster dclus

disk

ialNumber

icron_
HPE LO
iicron_!

S

{5 W BT [ R WY 11

Fy
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Please enable Storage Spaces Direct with below command. The powerful command will

recognize your disk well. and it configure cache tier and capacity tier well.

EN Administrator: Windows PowerShell

nable-Cluste

Please select “[A] Yes to All”.

EN Administrator: Windows PowerShell - m} x

Number of ty

The process will be completed in 5 mins.

EX Administrator: Windows PowerShell — O e

Enable-ClusterStorageSpacesDirect -Verbose
8/1 completed
L
Enabling cluster Storage Spaces Direct
Waiting until ph i are claimed
[oo

15% Complete
default

Waiting until phys
Number of claimed d
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You can check the result with log file. Please check
file://C:¥Windows¥Cluster¥Reports¥EnableClusterS2D.

on all no
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63 C:\Windows\Cluster\Reports\EnableCluster52D on 2020.01.23-04.22.37. htm

(& EnableClusters2D

B® Microsoft

EnableClusterS2D

ClusterName: gos2dciuster2
Started: 2020/01/23-04:20:49
Completed: 2020/01/23-04:22:37

2020/01/23-04:20:50.010 Ensuring that all nodes support 520.

2020/01/23-04:20:50.016 Querying storage information.

2020/01/23-04:20:50.381 Sorted disk types present (fast to slow): NVMe,SSD. Number of types present: 2.
2020/01/23-04:20:50.381 Checking that nodes support the desired cache state.

2020/01/23-04:20:50.386 Checking that all disks support the desired cache state,
2020/01/23-04:22:02.816 Creating health resource,

2020/01/23-04:22:03.181 Setting cluster property.

2020/01/23-04:22:03.181 Setting default fauit domain awareness on clustered storage subsystem.
2020/01/23-04:22:03.251 Waiting until physical disks are claimed.

2020/01/23-04:22:06.259 Number of claimed disks on node ‘GOWS2DTESTO3: /6.
2020/01/23-04:22:09.267 Number of claimed disks on node ‘GOWS2DTESTO4: /6,
2020/01/23-04:22:12.274 Number of claimed disks on node ‘GOWS2DTEST03: 2/6.
2020/01/23-04:22:15.282 Number of claimed disks on node ‘GOWS2DTESTO4' 6/6.
2020/01/23-04:22:18.289 Number of claimed disks on node ‘GOWS2DTEST03: 6/6.
2020/01/23-04:22:18.294 Node ‘GOWS2DTESTO3: Waiting until cache reaches desired state (HDD: ReadWrite® SSD: WriteOnly ).
2020/01/23-04:22:18.296 SBL disks initialized in cache on node ‘GOWS2DTESTO31 6 (6 on all nodes).
2020/01/23-04:22:18.299 Cache reached desired state on GOWS2DTESTO3.

2020/01/23-04:22:19.300 Node ‘GOWS2DTESTO4' Waiting until cache reaches desired state (HDD: ReadWrite’ SSD: WriteQnly).
2020/01/23-04:22:19.303 SBL disks initialized in cache on node 'GOWS2DTESTO4 6 (12 on all nodes).
2020/01/23-04:22:19.306 Cache reached desired state on GOWS2DTESTO4,

2020/01/23-04:22:20.307 Wiaiting until SBL disks are surfaced

2020/01/23-04:22:23.321 Disks surfaced on node ‘GOWS2DTESTO3' 12/12,

2020/01/23-04:22:23.334 Disks surfaced on node ‘GOWS2DTESTO4' 12412,

2020/01/23-04:22:26.645 Waiting until all physical disks are reported by clustered storage subsystem.

2020/01/23-04:22:29.839 Physical disks in clustered storage subsystem: 12.

2020/01/23-04:22:29.839 Querying poel information.
2020/01/23-04:22:30.083 Starting health providers.
2020/01/23-04:22:37.455 Checking that all disks support the desired cache state.

2020/01/23-04:22:37.481 Required steps for this action completed successtully.

¢

Search...

Disks claimed summary

Node Friendly Name Count
GOWS2DTESTO3 Micron_9300_MTFDHAL3T2TDR 2
GOWS2DTESTO3 ATA Micron_5300_MTFD 4
GOWS2DTESTO4 Micron_9300_MTFDHAL3T2TDR 2
GOWS2DTESTD4 ATA Micron_3300_MTFD 4
Disks claimed
Node Disk Friendly Name Disks used for cache
GOWS2DTESTO3 28ccalfh-5162-ade5-739d-bch 113302719 Micron_9300_MTFDHAL3T2TDR True
GOWS2DTESTO3 53720816-2592-f420-Ca43-310546149407 Micron_9300_MTFDHALSTZTDR True
GOWS2DTESTO3 120d363f-4120-e261-053b-e1e8b40cf78d ATA Micron_5300_MTFD False
GOWS2DTESTO3 453492849-1851-0921-2436-28104bd95 122 ATA Micron_5300_MTFD False
GOWS2DTESTO3 49d9efaf-53e6-3313-cBaf-fF19de407a3c ATA Micron_5300_MTFD False
GOWS2DTESTO3 d3a21f93-7916-9505-0168-403267d56684 ATA Micron_5300_MTFD False
GOWS2DTEST04 1db08207-2631-2de2-517b-cdec239f05ab Micron_9300_MTFDHALST2TDR True
GOWS2DTEST04 9079d445-4d24-2502-04d9-67d599T797d4 Micron_9300_MTFDHALST2TDR True
GOWS2DTESTO4 59efe28c-086f-f4d4-d772-e2be20c047H1 ATA Micron_5300_MTFD False
GOWS2DTESTO4 Be3c3dc8-051d-de40-a116-78533bdB2cef ATA Micron_5300_MTFD False
GOWS2DTESTO4 bdfffbb2-6582-5194-1486-501999422397 ATA Micron_5300_MTFD False
GOWS2DTESTO4 dc35050d-00db-0fdd-336e-0e1c760dda10 ATA Micron_5300_MTFD False

Disks not claimed summary

All disks were claimed
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When you check disk status again. You will see “False” in CanPool category. These disks

are used as S2D. so it cannot use for other purpose now.

+ I
oo

PFIHDBARCCEBVP
19392

B4CE

IIIIIIIIIIIIIT

You can see the category changed to Fales from True as below.

EX Administrator: Windows PowerShell
Win icalDisk

rialNumber

oot

ot

R == =)
okt

oy
SSEEaiasodo

default
until p

d
11
initialized in
ired

until
e on n
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Troubleshooting:
If you cannot see cache tire, the PowerShell command wrong to setup it. Please try to use

below command. Auto-Select will be change to Journal. And please check disk inventory on
WAC. It should be changed to Cache tier.

Get-PhysicalDisk —FriendlyName ‘Micron_9300* | Set-PhysicalDisk —~Usage Journal
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Install Windows Admin Center (WAC)

If you would like to understand WAC, the following poster may be good. You can download it
from Microsoft page.

aka ms/WindowsAdminCenter

Windows Admin Center
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https://docs.microsoft.com/ja-jp/windows-server/manage/windows-admin-center/media/wac1910poster_thumb.png
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Please download latest MSI file from Microsoft Page.

English

https://docs.microsoft.com/en-us/windows-server/manage/windows-admin-

center/overview

Japanese

https://docs.microsoft.com/ja-jp/windows-server/manage/windows-admin-

center/overview

Please put the file to somewhere on Node.

<

| = | Manage

Home Share View Application Tools

« v » ThisPC » Local Disk (C:) » tmp

Mame

# Quick access

[ Desktop
; Downloads

i5 WindowsAdminCenter1910

Date modified Type Size

1/23/2020 7:38 AM Windows Installer ...

60,632 KB

@ Documents

% % % N

=/ Pictures
E This PC

[?' MNetwork

Print

ﬁ Windows Admin Center Setup —

WINDOWS ADMIN CENTER FOR MICROSOFT
WINDOWS SERVER AND MICROSOFT
WINDOWS OPERATING SYSTEM (VERSION
10)

PLEASE NOTE: Refer to your license terms for
Microsoft Windows Server and/or Microsoft
Windows Operating System (version 10)
software (the "software”) to identify the entity
licensing this supplement to you and for support
information. You may use a copy of this
supplement with each validly licensed copy of the
software. You may not use the supplement if you

License terms for extensions

Privacy Statement Support Policy

| accept these terms

Mext Cancel
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Please click “Next”.

ﬁ Windows Admin Center Setup —

Use Microsoft Update to help keep your computer secure and
up-to-date

Fs,

Microsoft Update offers security and important updates for Windows and
other Microsoft products, including Windows Admin Center. Updates are
delivered using your Automatic Updates settings, or you can visit the
Microsoft Update Web site.

O Use Microsoft Update when | check for updates
(recommended)

@I don't want to use Microsoft Update.!

See the Microsoft Update FAG

Read owr Privacy Statement online

Back Mext Cancel
Please click “Next”.
ﬁ Cenfigure Gateway Endpoint — -
Install Windows Admin Center on Windows Server EE

Use a gateway server ta:
- Enable access for multiple admins
- Connect from any PC with a supported browser

- Manage computers on a private network

Oryou can install on your PC to manage directly from it.

See installation scenarios at

hitps:/faka.msWindowsAdminCenter-Instalf

Back Mext Cancel
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Please click “Next”.

jﬁ Configure Gateway Endpoint — *

Installing Windows Admin Center EE

AlluwWindnws Admin Center to modify this machine’'s trusted hosts
settings

|:| Use WinRMM over HTTPS only

Back Mext Cancel

If you would like to change the port, pls put preferred port number in below.
1‘% Configure Gateway Endpoint — x

Installing Windows Admin Center EE

Select a port for the Windows Admin Center site
fi3

@ Generate a self-signed 551 certificate. This certificate will expire in &0 days.

l:::l Use an 550 certificate installed on this computer

Provide the thumbprint for the gateway 550 certificate

|:| Redirect HTTP port 80 traffic to HTTPS

Back 1‘ Install Cancel

Acron
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Please click “Yes”.

Microsoft

Verified publisher: Microsoft Corperation
File origin: Hard drive on this computer

Show more details

Yes MNo

Please click “Finish”.

42 Windows Admin Center Setup — et

Ready to connect from a PC

Open this URL in a browser on a PC:

https://cowWs2DTESTOS <43

See what browsers are supported at:

hittps:/faka.msWindowsAdminCenter-Browsers

Back Cancel

Acron
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Please connect new cluster on WAC.

8 Microsoft

Hyper-converged clusters
Connection tags @

+ Add tags

Add dluster  Import clusters

Cluster name*

gos2dcluster2
Found "gos2dcluster2.

[[] Manage Software-Defined Networking i sct up)

Also add servers in the cluster:
GOWS2DTEST03

GOWS2DTESTO4|

Add Cancel

Please confirm all your disks are working fine as below.

Microsoft

gos2dcluster2_

Tools < Drives
@ Dashboard O Lighton 0 LightOff [l Retire [} Unretire 12items O
Compute O Serial number 4+ Status Model Size Type Used for Server Storage usage

i Virtual Machines 1947251FFBE6 @ ok Micron_9300_ MTFDHAL3T2T...  291T8B NVMe Cache gows2dtest03

53 Virtual Switches 1947251FFCOE @ ok Micron_9300 MTFDHAL3T2T... 29118 NVMe Cache jows2dtest03
1947251FFCID @ o« Micron 9300 MTFDHALST2T..  291T8 NVMe Cache aows2dtestod

B sener S 194T251FFCED @ ok Micron 9300 MTFDHALIT2T... 29178 NVMe Cache ‘qowsdtestod

S voumes 19392517049F @ o Micron,_ 5300 MTED 34978 ssp Capacity ows2dtest03 0%
193925170476 @ ok Micron_5300_MTFD 34978 SSD Capacity ‘gows2dtest0d 0%

prives 19392517046 @ ok Micron 5300 MTFD 34978 55D Capacity ‘owsdtestod 0% -

a Tools 103925170483 @ o« Micron,_ 5300 MTFD 34978 550 Capacity qows2dtestos 0% -

e 19392517042 @ ok Micron 5300 MTFD 34978 55D Capacity qows2dtestod 0% -

& Diegnosics 1939251704C4 @ ok Micron 5300 MTFD 34978 5D Capacity ‘qows2dtesto3 0% 1
1939251704CA @ ok Micron._5300_MTFD 34978 550 Capacity ows2dtesto3 0% -
1939251704CE @ ok Micron_5300_MTFD 34978 55D Capacity ‘qows2dtest03 0% -

Tips: some of major company create own plug-in for WAC. It may be good for managing

your infrastructure.
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a‘ B settings - windows Adr > | +

& - O @ & httpsy//localhost: isetting: sion/available
Windows Admin Center  Settings
Settings
User Extensions
Q Account

¥t Personalization gateway.

& Language / Region Available extensions Installed extensions  Feeds
[ Suggestions

Gateway Mo
Name Vers

B Extensions
Active Directory (Preview) 0630
A Azure Azure Cloud Shell (Preview) 1100

@ Internet Access Azure Extended Network (Preview)  024.1

Azure Security Center 1037
Development

5 Advanced 8iitOps Changes 2023

Cluster Creation (Preview) 120

Performance Profile
Configuration Manager Client (Pre... 11,1

Containers 1320
DataON MUST Visibility, Menitorin...  30.1
Dell EMC Openhanage Integration 1.1
DHCP (Preview) 092
DNS (Preview) 095
Fujitsu Infrastructure Manager (Pre... 0.1
Fujitsu ServerView® Health 111
Fujitsu ServerView® RAID 111
HPE Azure Stack HC| WAC Extensi.. 010
HPE Server WAC Extension (Previe.. 020
Lenovo XClarity Integrator 203

msftiisis-management 0.1.3042563

Details

Microsoft

We might have to restart the Windows Admin Center gateway after installing an extension, temporarily affecting availability for anyone else currently using this

Created by
Microsoft
Microsoft
Microsoft
Microsoft
BiitOps

Microsoft

Ken Wygant (Microsoft PFE)

Microsoft

DataON

Dell EMC

Microsoft

Microsoft

Fujitsu Technology Solutions
Fujitsu Technelogy Solutions
Fujitsu Technology Solutions
Hewlett Packard Enterprise

Hewlett Packard Enterprise

Lenovo

Microsoft

28 items L
Package feed Status
Windows Admin Center Feed Available =
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed ® update
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed Available
Windows Admin Center Feed Available

The following “Cluster Creation” tool is powerful also. Please try it on your environment.

Windows Admin Center  Settings
Settings
User Extensions
9 Account

¥ Personalization

Available extensions Installed extensions

g Language / Region

[ Suggestions +4 Install

Gateway

% Extensions Active Directory (Preview)

Azure Cloud Shell (Preview)

A Azure
Azure Extended Network (Preview)

@ Internet Access Azure Security Center

Development BiitOps Changes

@ Advanced Cluster Creation (Preview)
g Performance Profile Configuration Manager Client (Preview)
Containers

Details - Cluster Creation (Preview)

Project site

https://aka.ms/hci-deployment 7

License info

https://aka.ms/wac-prerelease-eula

Copyright
() Microsoft. All rights reserved.
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Version

0630

1100

0241

1037

2023
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Microsoft

We might have to restart the Windows Admin Center gateway after installing an extension, temporarily affecting availability for anyone else current

Created by
Micrasoft

Microsoft

Microsoft

Microsoft

BiitOps

Microsoft

Ken Wygant (Microsoft PFE)

Microsoft

& <« O Cluster Creation - Wind

e_

I+ v

9] a1 & | https://localhost:6516/cluster

Windows Admin Center  Cluster Creation

Installed solutions

Choose the type

B Server Manager

The cluster type determifiiz=iitell N ERVERER NI
Efl Cluster Creation

Cluster Manager

Hyperconve




Windows Admin Center  Cluster Creation Microsoft

Choose the type of cluster to create

The cluster type determines which server features we'll install and configure in the next steps.

Hyperconverged ] Hyperconverged + SDN Compute cluster
-~ Failover Clustering - Failover Clustering -~ Failover Clustering
~ Hyper-V -~ Hyper-V ~ Hyper-V
.~ Storage Spaces Direct .~ Storage Spaces Direct

+ Software-Defined Networking

Storage cluster Compute cluster + SDN Classic failover cluster
-~ Failover Clustering . Failover Clustering -~ Failover Clustering
~~ Hyper-V

.~ Storage Spaces Direct
. Software-Defined Networking

Failover Clustering: Group servers together to increase the availability of virtual machines or apps. If a clustered server goes down, its workloads move to
another server in the cluster, a process known as failover. This lets you apply updates or handle unexpected failures with a minimum of disruption.

Hyper-V: Flexibly share computing resources through hardware virtualization. Run multiple Windows or Linux operating systems side by side, isolated from each
other, to avoid problems such as a crash affecting the other workloads, or to give different people access to different systems.

Storage Spaces Direct: Build software-defined storage from locally-attached flash and hard drives, eliminating the need for separate SAN or NAS arrays. Ensure
fault tolerance with distributed software resiliency, increase performance with read/write caching, and save space with deduplication and compression.

Software-Defined Networking: Virtualize your network to meet the evolving needs of your apps. Prevent security vulnerabilities from spreading with micro-
segmentation, access-control lists, and encrypted networks, and reduce costs with virtual appliances like the software load balancer and software gateway.

Windows Admin Center  Cluster Cre:

Deploy hyperconverged infrastructure FReview ©

1 Get Started

11 Prerequisites Check the prerequisites
1.2 Enter an account
1.3 Add servers

1.4 Install features

1.5 Restart servers

Before you start:

You need two or more servers with suitable hardware.
Each server needs a network adapter that Windows Admin Center can reach for management.
Each server must run the Datacenter Edition of Windows Server 2019, Windows Server 2016, or Windows Server Insider Preview.

Each server must be joined to the same Active Directery domain as where Windows Admin Center is running.

AN NN

You need a domain account that's a member of the local Administrators group on each server.

When you're ready, select Next.
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Windows Admin Center  Cluster Creation B Microsoft

Deploy hyperconverged infrastructure PREVEW ©

1 Get Started

1.1 Prerequisites Enter an account

L] . .
1.2 Enter an account The account must be a domain account that's a member of the local Administrators group on each server.

1.3 Add servers

Username ™

1.4 Install features

1.5 Restart servers
Password *

Windows Admin Center  Cluster Creation

Deploy hyperconverged infrastructure FREVIEW ©

1 Get Started

1.1 Prerequisites Add servers
1.2 Enter an account Add servers one at a time, entering the fully-qualified domain name of each server.
1.3 Add servers *

1.4 Install features

1.5 Restart servers () Refresh

Server name Status Server model

No records found
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Create Volume, and Configure Cluster Share Volume (CVS)

Please click “Volumes”, and click “Inventory”, and click “Create”.
@| £ volumes - Cluster Manz X | +

&« = ] {nt & | httpsy//localhost:6516/clustermanager/connections/hcicluster/gos2dclusters.micron.com/tools/hcivolun

Windows Admin Center  Cluster Manager

gos2dcluster5 [

Tools < Volumes
L Summary Inventory

{nt Dashboard i Create

Compute O MName Status
= Virtual machines ClusterPerformanceHistory @ ox
|:| Servers

Storage
B Volumes
Drives

B8 Storage Replica

Please input below info for making new volume. This is test. You can put preferred name in

below. Please click “Create”.
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Create volume
Marme®

HCILAB

Resiliency

Two-way mirror Y

Size on 550* Size units

800 GB hd

Estimated fectprint on 55D

1.56 TB

Ayailable on 55D

27.9TB

More options v

Deduplication and compression

o To use deduplication and compression, install the Data Deduplication
role an every server

Integrity checksums

|:| Use integrity checksums

NVMe SSD Best Practices on Microsoft Azure Stack HCI 126

Acron




Upper right. You can see the progress.

<~ Notification details

] Creating volume "HCILAE"
4:28:16 PM

Source
Go to Volumes.

Type
Success

Message
Successfully created the volume "HCILAB".

When it is completed, you can see new volume [CSV] as below.

= Disk Management = m} *

File Action View Help
2 B HE =5

Volume | Layout | Type File System | Status | Capacity | Free Spa... | % Free
= (] Simple Basic MTFS Healthy (B... 893.62 GB 82879GB 93%
= (Disk 2 partition 1) Simple Basic Healthy (R... 439 MB 439 ME 100 %
= (Disk 2 partition 2] Simple Basic Healthy (E.. 100 MB 100 ME 100 %
= HCILAB Simple Basic CSVFS Healthy (P... 799.94 GB T9254GB 99 %

= Disk 2 - ! ____________________________________|

Basic (s3]
394‘_21 GB 433 MB 100 MB 883.62 GB NTFS
Online Healthy (Recovery Partition) Healthy (EFl System Partition) | |Healthy (Boot, Page File, Crash Dump, Primary Partition]

= Disk 7 1

Basic HCILAB
799.93 GB 799.98 GB CSVFS
Reserved Healthy (Primary Partition)

Please create one more with deduplication.

A%cron
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Create volume
MNarme *

HCILABdeduplication

@ cnter a unique volume name.

Resiliency

Two-way mirraor ~

Size on 55D * Size units

500 GB hd

Estimated footprint on 55D

1000 GB

Available on 83D

279 TB

More options N

Deduplication and compression

0 To use deduplication and compression, install the Data Deduplication
role on every server

Integrity checksums

D Use integrity checksums
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If you did not install the function, please install it at first. It was same way when you install
Hyper-V tool to the node. But you must install the function to all Nodes. Please enable

“Deduplication and compression”.

4 [m] File and Storage Services (2 of 12 installed)
4 [m]

Filz Server (Installed)

BranchCache for Metwork Files

Data Deduplication (Installed)

DFS Mamespaces

DFS Replication

File Server Resource Manager

File Server W55 Agent Service

iSCS5l Target Server

iSCS5I Target Storage Provider (VDS and W5E

Server for NF5

Work Folders

| Storage Services (Installed)

N S B S

You can check it as below after creating it.

&7 Disk Management — m] x
File Action View Help
e @ HE =

Volume [ Layout Type File System | Status [ capacity | Free Spa... | %Free
= (C] Simple Basic NTFS Healthy (B... 893.62 GE 827.28GB 93 %
= (Disk 2 partition 1) Simple Basic Healthy (R.. 439 MB 49MB 100%
= (Disk 2 partition 2) Simple Basic Healthy (E.. 100 MB 100MB  100%
= ClusterPerformanceHistory Simple Basic ReFS Healthy (P... 1194 GB 107468 90%
= HCILABdeduplication Simple Basic CSvFs Healthy (P... 499.94 GB 40560 GB 99 %

.
= Disk 2 e

Basic (=)

29421 GB 499 MB 100 MB 893,62 GB NTFS

Online Healthy (Recovery Partition) Healthy (EF| System Partition) Healthy (Boat, Page Filg, Crash Dump, Primary Partition)
= Disk 7 |

Basic ClusterPerformanceHistory

11.98 GB 11.98 GB RefS

Reserved Healthy (Primary Partition)

= Disk 8 . ]
Basic HCILABdeduplication

499.98 GB 499,98 GE CSVFS

Reserved Healthy (Primary Partition]

M Unallocated Wl Primary partition
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Install New VM for Client

Please click “Virtual Machine” on Windows Admin Center as below. And Please click “new

in Inventory”.

Windows Admin Center Cluster Manager

gos2dcluster9

Tools : Virtual machines

o ‘:'.L__r“l:"jar'\:-' lnventﬂry

g Overview + New

E',g_c Roles

Compute

= Virtual machines

Please put below info. You can put preferred name/setting.
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New virtual machine

Mame *

Client1

Generation

Generation 2 (Recommended) A"

Host

gows2dtestl 8_ (Recommended) A"

Path (D

CA\ClusterStorage\Collect (496 GB availab A’

o VM configuration: Ch\ClusterStorage\Collect\Hyper-Vi\Client
Virtual hard disks: CA\Users\Public\Documents\Hyper-ViVirtual
Hard Disks

Virtual processors

Count

2

I:‘ Enable nested virtualization
o Simultanecus multithreading is enabled for increased
performance.

Memory

Startup memory (GB) *

8

E Use dynamic memary

Minimum memery (GE)

2

Maximum memory (GB)

8

Network

MNetwork adapter

Mot connected N
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Storage

New disk 1 |

@ Create an empty virtual hard disk
Size (GB)

40

O Use an existing virtual hard disk

Add

Operating system

O Install an operating system later
@ Install an operating system from an image file (.iso)

Path: *

t:\CIusterStorage\CoIlect\Software\SW_ X

You can see new VM as below. Please check new VM and click “Start”.

Tools < Virtual machines
e Summary Inventory
{my Dashboard F New £53 Settings
Compute [0 Name ]

iz Virtual machines «  GoldVMFleatd

Please click “Connect” and install OS.
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Tools < Virtual machines

e Summary Inventory
{3y Dashboard ~ New  >¢ Connect 5 Settings
Compute [0 Name

----- Lileds am | e b D o
You can do same operation on Hype-V manager also.
58 Hyper-v Manager - [m] X
File Action View Help
= nE BE
[E8 Hyper-V Manager Actions

El GOWS2DTESTI0 Virtual Machines [ —— N
Name State CPUUsage  Assigned Memory  Uptime Status Configurati...

Jciertot Running [ 8192 MB 02:26:24 30 New

[ Hyper-V Settings...

. Virtual SAN Manager.

i EditDisk..

& Inspect Disk...

) Stop Senvice

X Remove Server
© Refresh

Checkpoints 2 View

The selected vitual machine has no checkpoints H Hep

Client01

48 Connect...
E7 Settings...

=) Tum Off..
@ ShutDown..

You can use PXE boot if your company is using the way for installing OS.
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Performance Test Using Official Microsoft Tool

tools:

diskspd and VMFleet

Microsoft disk benchmarking tool and stress test tool for S2D

Aaicron
It will be better to test your cluster before promoting it to production. You can plan to do the

scale-out well with good actual information.
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Please create new volume

Windows Admin Center  Cluster Manager & Micrg
gos2dcluster2
Tools < Volumes
~ Summary Inventory
{n} Dashboard T Create
Compute O Name 4 Status File system

Virtual machines

ClusterPerformanceHis... o CK ReFS
|:| Servers
Storage
8 Volumes
Drrives
MNetworking
Virtual switches
H “ ”
The name will be “Collect”.
Create volume
Narme*
Caollect
Resiliency
Two-way mirrar '
Size on S5D* Size units
500 GB '

Estimated footprint on 55D

1000 GB

Available on 55D

2719 TB

More options )

Deduplication and compression, integrity checksums

Acron
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Please confirm new volume is created on WAC.

Volumes

Summary Inventory

Create 2 items )]
[0 Mame 4 Status File system Resiliency Size Storage usage I0PS
ClusterPerformanceHis... o K ReF5 Two-way mirror 119 GB 10% w=
Callect o oK CSVFS_ReFs Two-way mirror 500 GB 1% 1

Please create other Volume with your Node name (Server host name).
This is for NodeO1l.

Create volume
MName *

MNodel1

Resiliency

Two-way mirrar N

Size on 35D % Size units

300 GB N

Estimated footprint on 550

600 GB

Available on 55D

2719TB

More options >

Deduplication and compressian, integrity checksums
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This is for Node02.
Create volume

Mame *

Model2

Resiliency

Two-way mirror

Cize on S50*

Size units

300

Estimated footprint on 55D

600 GB

Available on 550

279 TB

More options >

GB

Deduplication and compression, integrity checksums

=

Cancel
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Please confirm both volumes are available or not on WAC.

Volumes

Summary Inventory

- Create 4 jtems O
O MName Status File system Resiliency Size Storage usage OPs
ClusterPerformanceHis... 0 CK ReFS Two-way mirror 11.9GB 105 ==
Collect o QK CSVFS_Refs Two-way mirmor 500 GB 1% 1 0
MNode01 °- QK CSVFS_RefS Two-way mirror 300 GB 1% 1 0
Node02 0 K CSVFS_ReFS Two-way mirror 300 GB 1% 1

You can create CSV with PowerShell command also. Please try to use below if you want.

New-Volume -StoragePoolFriendlyName "S2D*" -FriendlyName Collect -FileSystem
CSVFS_ReFS -Size 500GB

New-Volume -StoragePoolFriendlyName "S2D*" -FriendlyName Node01 -FileSystem
CSVFS_ReFS -Size 300GB

New-Volume -StoragePoolFriendlyName "S2D*" -FriendlyName Node02 -FileSystem
CSVFS_ReFS -Size 300GB
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Please download VM Fleet from Github. https://github.com/Microsoft/diskspd

A& 6 contributors &fs MIT

Find file Clone or download ~

Clone with HTTPS ®
Use Git or checkout with SVN using the web URL.

https://github.com/microsoft/diskspd.git

Py

Download ZIP

Open in Desktop
e

Extract Zip file to file://C:¥temp on Node0O1.

| = | diskspd-master

Share Wiew

<« v 4 » ThisPC » Local Disk (C:) » Temp » diskspd-rmaster
Fay
Mame Date modified Type
#F Quick access
CrmdLineParser 1/23/2020 8:13 AM File folder
I Desktop L4 )
CmdRequestCreator 1/23/2020 8:13 AM File folder
¥ Downloads  # Common 1/23/2020 813 AM  File folder
Documents 4 diskspd_vs 1/23/2020 8:14 AM  File folder
[&] Pictures - Frameworks 1/23/2020 8:13 AM File folder
[0 This PC I0RequestGenerator 1/23/2020 8:14 AM  File folder
o ResultParser 1/23/2020 214 AM File folder
[_} Metwork UnitTests 1/23/2020 &14 AM  File folder
XmlProfileParzer 1/23/2020 8:14 AM File folder
XmlResultParser 1/23/2020 3:14 AM File folder
D .gitignore 1/23/2020 13 AM GITIGNORE File
|:] diskspd.wprp 1/23/2020 13 AM WPRP File
D LICENSE 1/23/2020 813 &AM File
&y Process-DiskSpd 1/23/2020 813 AM Windows Power5...
D README.md 1/23/2020 813 &AM MD File
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https://github.com/Microsoft/diskspd

You ready to install VM Fleet thought Internet. You need to change the policy for
PowerShell.

Please run below command.

EX Administrator: Windows PowerShell

cutionPolicy Unrestricted

Please click “A -Yes to All".

EX Administrator: Windows PowerShell - O 4

. Changing the cution policy might
wpic at
wti

Please click “A -Yes to All” again.

EN Administrator: Windows PowerShell - O =

You can ready to install VM Fleet to your cluster. Please move to below directory.
File://C:¥Temp¥diskspd-master¥Frameworks¥VMFleet

Run below command
¥install-vmfleet.psl -source C:¥temp¥diskspd -master¥Frameworks¥VMFleet

Please click

EN Administrator: Windows PowerShell - O >

wlin
[N]

ma

11-vmfleet.psl
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The file will be installed to below folder.
File://C:¥ClusterStorage¥collect¥control

EN Administrator: Windows PowerShell
3

ricted

u do not tru
lici
change the

ripts that i
trust t
ou want to run C:\Temp!
[R] Run on

trust. Whil

u want tc
[R] Run

Clu

[ [ = | control
« « 4 || > ThisPC > Local Disk(C) > ClusterStorage » Collect > control
Name Date modified Type Size
# Quick access
flag 12 File folder

[ Deskto

° result File folder
¥ Downloads tools File folder

5] Documents [ analyze-cputarget Windows

&1 Pictures & check-outlier

0 This pC (& check-pause
[ check-ymflest
=¥ Network | clear-pause

8 create-vmfleet
& demo

& destroy-vmfleet
| get-cluspc

& get-linfit

[ get-log

(&4 install-vmflest
& launch-template
| master

[ run

[ run-demo-100r
& run-demo-7030
& run-demo-9010

8 run-sweeptemplate

s2d-vmfleet Open XML ..
i s2d-vmfleet crosoft Edge P 1
| set-pause

[ set-storageqos
[ set-vmfleet

[ start-sweep

[ start-umfleet

[ stop-vmfleet

[ sweep-cputarget
[ test-clusterhealth
[ update-csv

14 wait-resutt

& watch-cluster

[ watch-cpu

36 items

. Changing the e
ic at
cution poli

cution policy might
help

Help (default i

cript can potentially harm
n without this warning

harm
ning

cript can potentiall
cript to run without this w

v o

Search control

~Tlds A A O
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Please download diskspd from below link. If you cannot access it. Please find out it using

WEB search engine.
https://gallery.technet.microsoft.com/DiskSpd-A-Robust-Storage-6ef84e62
Please extract it under C:¥temp.

| & [] = | amd64

Home Share View

« v > ThisPC » Local Disk (C:) » tmp » DiskSpd-2.0.21a » amdbd

s

Name Date modified Type Size

# Quick access _ N - .
I Desktop [ diskspd 1/23/2020 7:26 AM Application 235 KB
Please copy diskspd under amd64 folder to file://C:¥ClusterStorage¥Collect¥Control¥Tools.

1] = | tools

Hame Share View
<« v T » This PC » Local Disk (C:) » ClusterStorage » Collect » control » tools
Mame Date medified Type Size
v 3 Quick access
[:] diskspd T:26 AM  Application 235 KB

I Desktop
Please put your OS installation ISO file to C:¥ClusterStorage¥Collect¥Software. You will use

Windows Server 2019 Core. (no need desktop experience).

Create the gold image — Please create new VM on WAC.

Windows Admin Center  Cluster Manager - = Microsoft
gos2dcluster2 [T
Tools < Virtual machines
je. Help protect your VMs from disasters by using Azure Site Recovery. Update now
{7t Dashboard Summary Inventory
Compute
_____  New 0% Settings More
i Virtual machines
[ Name A St Host ser... CPU usa... Memory press... Memery dema...
El Servers Mo records found

Storage

A%cron
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https://gallery.technet.microsoft.com/DiskSpd-A-Robust-Storage-6ef84e62

Please follow below.

New virtual machine

Name *

GoldVMFleet

Generation

Generation 2 (Recommended) ~

Host

gows2dtest[}3._ (Recommended) A4

Path (T

C\ProgramData\Microsoft\Windows\Hyp ~

o The VM configuration and virtual hard disks are saved under
C\ProgramData\Microsoft\Windows\Hyper-\\GoldVMFleet

Virtual processors

Count

2

I:' Enable nested virtualization
@ Simultaneous multithreading is enabled for increased
performance.

Memory

Startup memory (GB)*

4

Use dynamic memaory
Minimum memary (GE)

4

Maximum memaory (GB)

8

Network

Network adapter

MNot connected N

Acron
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Storage

New disk 1 Tii]

@ Create an empty virtual hard disk

Size (GB)

20
O Use an existing virtual hard disk

Add

Operating system

O Install an operating system later
@ Install an operating system from an image file (.iso)

Path: #

C\ClusterStorage\Collect\Software\SW_DVD

Select an image file

C: » ClusterStorage > Collect » Software &

] NewFolder T Up 1 item @) el

ame Typ Siz

SW_DVD9_Win_Server STD_CORE 201...

File name

1/2018, 16:12:36

File

File extension

SW_DVDS_Win_Server_STD_C

4729508 KB

Disc image files (*.iso)

“ Cancel
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You can observe the progress around upper right.

9 New virtual machine
Creating virtual machine 'GoldVMFleet'
c«.-:.:-cte:tas- 09:13:10

Please confirm whether it is created or not on WAC.

Virtual machines

u Help protect your YMs from disasters by using Azure Site Recovery. Update now

Learn more —f

summary  Inventory
New More - 1 item [ONETE 2
O mame - St Host ser... CPU usa... Memary press... Memory dema... Assigned mem... Upti... Heartb... Disaster Recovery sta. Ta...
GoldVMFleet Sto.. GOWSZD.. - - - Unknown Mot signed in
H “ ”
Please click “Start”.
Tools < Virtual machines
pel H Help protect your VVMs from disasters by using Azure Site Recovery. Update now
{3t Dashboard Summary Inventory
Compute - R .
New £2¢ Settings > Start Mare - 1 iten
Virtual machines
~ MName St Host ser... CPU usa... Memory press... Memory dema...  Assigned mem
bt
B server ' GoldVMFleet Sto.. GOWS2D.. - - -
Storage
B volumes
m @ start virtual machine >
Successfully started virtual machine 'GoldVMFleet” an
Virtual machines hast gows2dtestD)
Go to Virtual machines,
gows2dtest03. 0%31:44
u Help protect your VMs from disasters by using Azure Site Recovery. Update now Loauuie Ly
Summary Inventory
New >< Connect i Settings Moare - 1 item (O je
~/ Name /]~ St Host ser... CPU usa... Memory press... Memory dema...  Assigned mem... Upti... Heartb... Disaster Recovery sta Ta...
v GoldVMFleet Run.. GOWS2D.. 0% 0% 0B 4GB 0:00:0... Mocont.. Notsigned in
H “ ”
Please click “Connect”.
Virtual machines
Help protect your VMs 1
Summary Inventory
New ¥ Connect ¢
~ Mame T~ St.
v GoldVMFleet Ru
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Please click “Connect”.

Virtual machines \ GoldVMFleet \ VM Connect &asic session ©

> Disconnect

Do you want to connect using the certificate
presented by gos2dcluster2 [I?

Thumbprint

04 e8 fa 2b 1e 07 cf 05 5e 57 f9 2f b3 b7 61 fb 13 0b 07 d3

Subject

CN=GOWS2DTESTO3,

Issuer

CN=GOWS2DTESTO3,

Extended Usage
TLS Web Server Authentication

Issued Date

Jan 22 08:39:03 2020 GMT

Eumivabinn Patn

[ Do not ask again me again for connections to this computer

Connect Cancel

Please input administrator password.

Enter credentials for the Remote Desktop
connection

Username:

administrator ‘

Password:

seanssnns ‘

Connect Cancel
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Please start to install Windows Server 2019 Datacenter (not Desktop Experience).

i Windows Setup

Windows Server* 2019

Install now

Repair your computer

_ All rights reserved.

\j "\@ Windows Setup

Select the operating system you want to install

Operating system Architecture Date modified
Windows Server 2019 Standard Pt 10/29/2018
Windows Server 2019 Standard (Desktop Experience) x0d

ver 2019 Datacenter

Windows Server 2019 Datacenter (Desktop Experience)

Description
(Recommended]) This option omits most of the Windows graphical environment. Manage with a
command prompt and PowerShell, or remotely with Windows Admin Center or other tools

= . —5—
@ o8| Windows Setup
Applicable notices and license terms
Your use of this software is subject to the terms and conditions of the license
agreement by which you acquired this software. If you are a volume license
customer, use of this software is subject to your volume license agreement. You
may not use this software if you have not validly acquired a license for the
software from Microsoft or its licensed distributors.
EULAID:Sept2018_V_en-us
[ 1 accept the license terms
Next
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Please change the password as below.

| CA\Windows\systern32\LogonUl.exe

Administrator
The user's password must be changed before signing in.

Cancel

Administrator
i nassword has been changed.

Please shutdown your VM with below command.
Shutdown -s

Or

Shutdown -f-s -t 1

C:\Users\Administrator:shutdown -s

sers\Administrator»shutdown -s

shutdown has already been scheduled.(1198)

C:\Users\Administrator:

You will see below.

Session disconnected

An admin might have ended your session. Try connecting again.

Acron
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Please copy the VHDX to file://C:¥ClusterStorage¥Collect.

BB -

Share

View

Manage

DiscImage Toaols

Virtual Hard Disks

<« Users » Public » Public Documents » Hyper-V # Virtual hard disks » GoldVMFleet + Virtual Hard Disks

1090 moan ol AM

€ - v
MName Date modified
3 Quick access
= GoldVMFle-
[ Desktop » & Mount
4 Downloads - & Share
|j5 Documents » Open with...
=] Pictures )\’ Give access to >
[ This PC Restore previous versions
¥ Network ST >
Cut
Copy

Create shortcut
Delete

Rename

Properties

You are ready to deploy VMs to your cluster.

e

control

Share

View

Date modified

<« v » ThisPC » Local Disk (C) » ClusterStorage » Collect » control »
MName
7+ Quick access
fla
I Desktop * J
result
‘ Downloads *
i tools
=] Documents # & analyze-cputarget.ps
=] Pictures * | check-outlier.ps1
O This PC | check-pause.psi
|8 check-vmfleet.psl
¥ Network &y clear-pause.psl

|y create-vmfleet.psl

| demo.ps1

|y destroy-vmfleet.ps1
|y get-cluspe.ps1

|y get-linfit.ps1

| get-log.psi

& install-vmfleet.psl
& launch-template.ps1
| master.psl

& run.ps1

| run-demo-100r.ps1
& run-demo-7030.ps1
| run-demo-9010.ps1
| run-sweeptemplate.ps1
D s2d-vmfleet.docx
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/2372020 8:31 AM
23/2020 8:31 AM
23/2020 8:39 AM
/23/2020 8:13 AM
/23/2020 8:13 AM
/23/2020 8:13 AM
/23/2020 8:13 AM
/23/2020 8:13 AM
/2372020 &:13 AM
/23/2020 8:13 AM

)
i)

/2020 814 AM
/2020 814 AM
/2020 8:14 AM
/2020 8:14 AM
/2020 814 AM
/2020 814 AM
/2020 8:14 AM
/2020 8:31 AM
/2020 814 AM
/2020 814 AM
/2020 8:14 AM
/2020 8:14 AM

/2020 814 AM

L o B o S o o B
e S e B i R S e S e R v R v i

Fa 5opa
Lo

)
i)
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Type

Hard Disk Image F...

Type

File folder
File folder

File folder

Windows Powers...

Windows PowerS...

Windows Powers...
Windows Powers...
Windows PowerS...
Windows Powers...

Windows Powers...

Windows Powers...

Windows Powers...

Windows Powers...
Windows Powers...
Windows Powers...
Windows PowerS...
Office Open XML ...

ndows Powers...

Windows Powers...

ndows Powers...
ndows PowerS...

ndows PowerS...

Windows PowerS...

Size

5,902,336 KB

Size

4KB
TKE
IKE
2KB
2KB
13 KB
IKE
4KB
SKB
4KB
IKE
KB
2KB
TKE
IKE
2KB
2KB
2KB
IKE
46 KB
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Please run below command. Please change below red color t ocorrect one which you put.
X¥create-vmfleet.psl -basevhd "C:¥ClusterStorage¥Collect¥GoldVMFleet.vhdx" -VMs 20 -

adminpass Password -connectuser administrator -connectpass Password

The script will create VMs automatically.

t\tmp-GoldVMFleet . vhdx

Please set all VMs to 2 x vCPU and 4GB static memory with below command.

Set-VMfleet.ps1 —ProcessorCount 2 -MemoryStartupBytes 4GB -MeMoryMaximumBytes
4GB —-MemoryMinimumBytes 4GB

Acron
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If VM is running, the script will not work as below. Pls stop all VMs. You will apply the

setting after that as below.

The script is located at below folder.

| [} = | control
Home Share
« .

3 Quick access
[ Desktop

‘ Downloads
= Documents

| Pictures
[ This PC

¥ MNetwork

36 items

View

~
Name
LB YEL-ITIIL S|

&4 get-log.psl

& install-vmfleet.ps1
|4 launch-template.ps1
|4 master.psl

& run.ps1

&4 run-demo-100r.ps1
& run-demo-T030.ps1
&4 run-demo-9010.ps1

& run-sweeptemplate.ps1

D s2d-vmfleet.docx
[E s2d-vmfleet.pdf

& set-pauseps]

|4 set-storageqos.psl
&y set-vmfleet.psl

|4 start-sweep.psl

&y start-vmfleet.ps1

&4 stop-vmfleet.psi

|4 sweep-cputarget.ps]
| test-clusterhealth.ps1
| update-csv.psl

& wait-result.ps1

|4 watch-cluster.ps1
| watch-cpu.psl

1item selected 5.58 KB

» ThisPC » Local Disk (C:) » ClusterStorage » Collect » control

Date modified Size

I @315 AV

1/ 14 AM
1/ 14 AM
1/ 14 AM
1 14 AM

Windows Powe
Windows Powe
Windows Poy

Windows Powe

Windows Powe
Windows Power5...

Windows Power5...

Windows Powe

Windo

5KB
2KB
Windows Powe 128 KB
Windows Powe GKE

You can destroy all VM also. If needed, please use the command below.

ing ClusterGroup for

rGroup for

erGroup for vm-ba

m-base

NVMe SSD Best Practices on Microsoft Azure Stack HCI

IS2DTESTO9-1
2DTESTO9-2

for vm-base-GOWS2DTESTO9-

for DTEST®

for vm-base-G

for vm-base-GOWS2DTEST10

OwnerNode

52DTEST10-1

vmfleet.psl

2DTEST18-2

20T
2DTEST10

IS2DTEST@9

2DTESTeS

1 @ C:\ClusterStora,

\ClusterStorage
Ci:\ClusterStorage

2 @ C:\ClusterStorag JDTEST10\\
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Please run start-vmfleet.psl. all VM will be started.
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Pls customize below PowerShell script (watch-cluster.ps1) to monitor actual performance.

The script is located same with set-vmfleet.ps1.

" watch-cluster - Notepad

File Edit Format View Help
<#
DISKSPD - WM Fleet

Copyright{c) Microsoft Corporation
All rights reserved.

MIT License

Permission is hereby granted, free of charge, to any person obtaining a copy
of this software and associated documentation files (the "Software"), to deal
in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell
copies of the Software, and to permit persons to whom the Software is
furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all
copies or substantial portions of the Software.

THE SOFTWARE IS PROVIDED *AS IS*, WITHOUT WARRANTY OF ANY KIND, EXPRESS OR
IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY,
FITNESS FOR A PARTICULAR PURPOSE AMD NOMINFRINGEMEMT.IN NO EVENT SHALL THE
AUTHORS OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER
LIABILITY, WHETHER IN AN ACTION OF CONTRACT, TORT OR OTHERWISE, ARISING FROM,
OUT OF OR IN CONMECTION WITH THE SOFTWARE OR THE USE OR OTHER DEALINGS IN THE
SOFTWARE.

#>

param(
$Cluster = ".",
$Samplelnterval = 2,
[ValidateSet("CSV FS","SSB Cache”,"SBL","SBL Local","SBL Remote™,"SBL*","S2D BW","Hyper-V LCPU","SMB SRV","SMB Transport”,"*")]
[string[]] $Sets =|"CSV FS” )]
$log = $null
)

if ($null -ne $log) {

del -Force $log -ErrorAction SilentlyContinue

¥
Please change the point to “*”.

dj watch-cluster-yema - Motepad

File Edit Format Wiew Help
<#
DISKSPD - WM Fleet

Copyright(c) Microsoft Corporation
All rights reserved.

MIT License

Permission is hereby granted, free of charge, to any person obtaining a copy
of this software and associated documentation files (the "Software"), to deal
in the Software without restriction, including without limitation the rights
to use, copy, medify, merge, publish, distribute, sublicense, and/or sell
copies of the Software, and to permit persons to whom the Software is
furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all
copies or substantial portions of the Software.

THE SOFTWARE IS PROVIDED =AS IS*®, WITHOUT WARRANTY OF ANY KIND, EXPRESS OR
IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY,
FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT.IMN NO EVENT SHALL THE
AUTHORS OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER
LIABILITY, WHETHER IN AM ACTIOM OF COMTRACT, TORT OR OTHERWISE, ARISING FROM,
OUT OF OR IN CONMECTION WITH THE SOFTWARE OR THE USE OR OTHER DEALINGS IN THE
SOFTWARE.

#>

param{
$Cluster = ".",
$Samplelnterval = 2,
[ValidateSet("CSV FS","SSB Cache","SBL","SBL Local","SBL Remote™,"SBL*","S2D BW","Hyper-V LCPU","SMB SRV","SMB Transport”,"*")]
[string[]] $5ets = "=",
$Log = $null
)

if ($null -ne $log) {
del -Force $log -ErrorAction SilentlyContinue
¥
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Please check how many VMs are running on your cluster with below command.

EN Administrator: Windows PowerShell

Windows PowerShell
Copyright (C) Microsoft Corporation. All rights reserved.

ollectycontroly
vmfleet.psl

Name

Online

9, Online
DTEST1@, Online

PS5 C:vClusterStorageiZCollecthcontrol>

Please run Start-Sweep.psl for testing. You can set some parameters.
b: list of buffer sizes (KiB)
t: list of thread counts
o: list of outstanding 10 counts
w: list of write ratios
warm: duration of pre-measurement warmup (seconds)
d: duration of measured interval (seconds)
p: list of patterns (random: r, sequential: s, sequential interlocked: si)

cool: duration of post-measurement cooldown (seconds)

Acron
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The following is for 4KB 10 Block, 100% Random (100% Read / 0% Write)

Generating new runfile @ 4

START Go Epoc

Processes Performance Uses Detals Services

O ¢y
TE% 118 Ghe CPU Intel(R) Xeon(R) Gold 6248 CPU ® 2.506Hz

PhysicaiDisk Totdl | () Memory -
2001768 68 (26%) O e

) Fthernet S Bm s T SE | R
5 ROKbps % OKbps

I

et oo con o e BB e | o [ o [S] e o e o] o [
v, Dick Bytes/Trancher - pd
v, Dick BytecsMiite
v, Dink Qcue Length

|
§

Ethernet

== B
Kemz 160 Kkps T BHm B WOR TR WO WOR | 7T I0WE TR ST 4R SR 7on | SRR TR 9B TR

Huwg. Disk Read Quewe Length
Auwg. Dink sec/Resd
Avg. Disk sec/Teanstee
vy, Disk sec/Wiite.

Disk Write Quese Length
Current Disk Queuse Longth

Ethernet R
T60Kbps £ D kkps
iizstior 1 B

O Ethernet
5 O Kbps B 304 Kbps. 76% 3.18 GHz

O Ethernet o . 5
5 128 Kbps 7 B0 Kbps 166 3985 93263 !

0:09:16:42 L

Ethernet
514 Mops F: 11 Mops

Split 10/5ec

Processor Information
Processor Time s

Fewer details

ROMA Activity HPEEthemet
ROMA Accepted Connections
ROMA Active Comnertions
ROMA Completion Queue Errors
KOMA Connection Errors
ROMA Failed Connection Attempts
ROMA Intsaund Bytes/sec
ROMA Inaund Framaos/sec
ROMA Initiated Connections
ROMA Outhound Bytesfsee
ROMA Outhound Frames/sec B55.233008

HPE Ethemet part 621SFP28 Adspter 52 HPE Ethernet 10-25Gh 2-poet 621SFP28 Adapter @3 WPE Ethernet 10-25Gh 2-port 621SFP20 Adapter 74
o A "

‘SMB Direct Connection Total 2
Bytes ROMA Read/ser
Bytes ROMA Wiitten/sec
Bytes Recelved/sec
Bytes Seatisec
Memary Regions
RO Notification Fuents/sec. 4,
ROMA Registrationsfsce
Receives/sec
Remote Invabidations/sec
SCQ Notification Events/se

Stalls (RDMA Read/sec.
Stalls (RDMA Registiationsifses
Stall (Send Crodinys 612
Stall (Send Queusifses N4z

| prefer to check raw data with the performance monitor also. The filter below may be a

good to monitor it.
“PhysicalDisk”
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“RDMA Activity”
“SMB Direct Connection”

You can check the performance on WAC also.

8| 5 elumes - Clstec are x| o - o x
i
. ® 2 & & 0 < EE
s e e ko wers e e b
o Paamos e Windows Admin Center  Cluster Manager & Microsoft
B o - ST p———
ks 33 rbreen (S nt o oo crnesin el § ke X Drense gos2dcluster5.micron.com
Teedbock
Volumes ==
o
Proceses Pefors U Detsl Sevices
A Summary  Inventary
L 5 U @ —
TG Status Alerts (Total 0}
Memory -
B 8
a Total volumes
- There are no alerts
O Ethemet * Healthy Critical Warning Other
oKtk 0 .
Wit i - e o 2435 Ed 8
vy, Dik Ve Oseue Length )
Cusvent Disk Queue Length 7% 318GHz W
P . o
oty 169 4028 94173 &
Dk Vanetersc .
Disk Virite Dyteslicc O Ethemet & Performance
Dok Wi e < ahaepe 0091826
Spi05ec “‘ ¥ @
Hour Day
Povsumes infmsion Fower estaite () Open Resource Morat —
% Procemoc Time -
hA Activity MPEEthermet 10 256 2 port 62154928 Mogics ™
OMA Acc o Toual
ROMA Ao Conmat e u
ROMA Completion Queuc Ervors 462 k
ROMA Cor
" — el
| IR _ o S U—— ¥ |
s20 5
Semtupine Throughput
St (ROMA Readiscs
‘Stalks (RDMA Registrationsl/sec Total
St csend et
Stalls (Send Quewel/se 1.76 GB/s

When the script is completed, it will install a log file in the below location.
File://C:¥ClusterStorage¥Collect¥control¥result

View

sPC » Local Disk (C:) » ClusterStorage > Collect > control » result

MName

2] UL Lo U | UVH S B3 E ¥ I G3E U VT SE L L | U U WIS UE3E U BT SEL | L3 | 1S

|2 result-bdt2016w33pr-base-vm-base-GOWS2DTEST 10-31+vm-base-GOWS2DTEST10-31
2] result-b4t2016w33pr-base-vm-base-GOWS2DTEST10-32+vm-base-GOWS2DTEST10-32
=] result-b4t2016w32pr-base-vm-base-GOWS2DTEST10-33+vm-base-GOWS2DTEST10-23
2] result-b4t2016w33pr-base-vm-base-GOWS2DTEST10-34+vm-base-GOWS2DTEST10-34
=] result-b4t2016w33pr-base-vm-base-GOWS2DTEST10-35+vm-base-GOWS2DTEST10-35
&) result-bdt2016w33pr-base-vm-base-GOWS2DTEST10-36+vm-base-GOWS2ZDTEST10-36
2] result-b4t2016w33pr-base-vm-base-GOWS2DTEST10-37+vm-bace-GOWS2DTEST10-37
=] result-b4t2016w32pr-base-vm-base-GOWS2DTEST10-38+vm-base-GOWS2DTEST10-38
2] result-b4t2016w33pr-base-vm-base-GOWS2DTEST10-39+vm-base-GOWS2DTEST10-39
=] result-b4t2016w33pr-base-vm-base-GOWS2DTEST10-40+vm-base-GOWS2DTEST10-40
2] result-b4tBo32wlpr-base-vm-base-GOWS2DTESTO9-1+vm-base-GOWS2DTEST0S-1

result-b4t8o32wlpr-base-vm-base-GOWS2DTEST09-2+vm-base-GOWS2DTEST09-2

=] result-b4t@o32wlpr-base-vm-base-GOWS2DTESTO9-3+vm-base-GOWS2DTEST09-3

2] result-b4tBo32wlpr-base-vm-base-GOWS2DTEST09-4+vm-base-GOWS2DTEST09-4

2] result-b4tBo32wlpr-base-vm-base-GOWS2DTESTOS-5+vm-base-GOWS2DTEST08-5

|2 result-bdt@o32wlpr-base-vm-base-GOWS2DTEST0S-6+vm-base-GOWS2DTEST0S-6
=] result-b4tB8032wlpr-base-vm-base-GOWS2DTEST09-7+vm-base-GOWS2DTEST09-7

S = ]

If you would like to do the same test again, you have to delete the previous results. | always

copy them to aother location before deleting them.
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If you would like to confirm the NIC power, | recommend using the below tool. This is

created by Microsoft. | tested my own NIC to confirm it had enough power.

ethr.exe

You can download it from below. https://github.com/microsoft/ethr

Please extract zip file to file://C:¥temp.

Please run below command on your Node 1.

ethr.exe -s -ui

B Administrator: Command Prompt - ethr.exe -s -ui — O X
Ethr v@.2.1

Errors
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https://github.com/microsoft/ethr

| B Command Prompt - ethr.exe -s -ui

Ethr v8.2.1

Please run the command bellow on your Node 2. If you point the IP address of Node 1 with

the below reference command. You can see the network performance.

® cthr.exe -c <serverip>-n8

® cthr.exe -c <server ip>-n 16
ethr.exe -c <server ip> -n 32
ethr.exe -c <server ip> -n 64
ethr.exe -c <server ip> -n 128
ethr.exe -¢ 192.168.10.111 -n 128

the following is optional for the client side.

Option

Description

-c <server |P>

Client mode. Destination server IP address

t<blclpll>

Test items (default is bandwidth)
b: bandwidth

c: connections/s

p: packets/s

I: latency

-p <tcp | udp | http | https | icmp>

Protocol (default is TCP)

-n <number>

Number of Session/thread

-l <number>

Buffer size

-l <number>

Number of repeats for latency test
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The log will be stored with ethrs.log. If you want, please check it. If you want to know more,

please try to use -h to access help. Or visit download page for more detail.

.18.111 | p i ause the connected p did not proper respon
a period of time, d

ed host has led

(=]

espond.

+ ottt
oooo

gee-gel
oacg-ael
ae8-6e1
oe8-0el

[404]
[suM]

TEMP\ethr_windows>_

You can use the network performance monitor tool with VM Fleet and performance monitor

as below.
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) F BN Administrator. Windews PavwerShell

f File Action View Window Help

e zmEw B Procemes Petorma

e U Deta Sevices
PE-| X 0E n P ~
6% 308 GHz CPU Intel(R) Xeon(R) Gold 6248 CPU @ 2.50GHz
nGows2DTESTI1 L
PhysicaDick - e
% Disc Read Time: Mernory ) EOER RS |
bofonsind e [ B =l e
% Disk Write Time
Idte T e, R o e o [

5 OKbps F: 400Kb G 4 o T o e e

COE T

B
Ethemet
prphat % e sm SR I

Avg. Disk sec/Write: Ethemet 56.% 3 I.E GHz "

Avg. Disk Wrte Queve Length kg G
Corveat Disk Queue Length Theesdh "
Disk Bytesisec "
Disk Read Bytes/see Bt 174 3919 95469
easisec R K .
Dok Wit Bpteusec | o 0:10:25:30
Disk Wites/sec b 1M Y
SpitI0/Sec
Fewer detals | (8) Open Resouce Moo

Processor Informaticn
% Processor Time.

80,479 464057
ROMA Outhound Frames/sec 240028
SMB Dircct Connection
Bytes RDMA Read/sec
Bytes ROMA Wiitten/sec
Bytes Receivedisec
Bytes Sent/sec
Memory
RCQ Notification Events/sec
ROMA Registrations/sec

Stats (ROMA Registrations)/sec
Stals (Send Creditfsec
Stalls (Send Queue)/sec
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Troubleshoot:

If you cannot run Powershel script. Please try to do the below.

Enable-PSRemoting -Force

EN Administrator Windows PowerShel|
A rights
: l468ms.

on this computer.

et up to rece reque
et up for remote manage

01> winrm s winrm/config/client

WINRM-HTTP-In-TCP
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Afterword

Thank you for downloading this installation guide and reference architecture. Yes, you can

install Azure Stack HCI by yourself. As you may know, Microsoft has an easier way than this

to set up Azure Stack HCI. But Micron IT offers these kinds of detailed installation manuals

to help build an understanding of the solution and benefits of Micron flash storage and

memory. This document does not cover how to promote Azure Stack HCI to enterprise level

in your company. To do that, it is better to access and review the instructions below:

© 0 N o oA W N

e N e N T e
D oA ow N e, O

Major operation manual

Server maintenance include cluster maintenance
MS-Patching

Monitoring

Major troubleshooting

VM backup

File/folder backup

Logging

Security

. Capacity management

. Performance forecast

. Scale up

. Scale out

. Training for internal system administrators

. Convert existing VM to Azure Stack HCI for VM tiering
. Collaboration with Azure Cloud Server platform

17.

Collaboration with Azure Services

Advanced points:

18.
19.
20.
21.

Azure Stack HCI OS for branch office [small office]

Windows Admin Center with server/storage vender plugin tool

Azure stack HCl community [external] for getting the latest info/trouble
Collaboration with existing system at your company

A) Bl report system

B) Support ticket management system and more
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micron.com

Benchmark software and workloads used in performance tests may have been optimized for performance on specified components
and have been documented here where possible. Performance tests, such as HClbench, are measured using specific computer
systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You
should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the
performance of that product when combined with other products.

©2020 Micron Technology, Inc. All rights reserved. All information herein is provided on as “AS IS” basis without warranties of any
kind, including any implied warranties, warranties of merchantability or warranties of fitness for a particular purpose. Micron, the
Micron logo, and all other Micron trademarks are the property of Micron Technology, Inc. All other trademarks are the property of
their respective owners. No hardware, software or system can provide absolute security and protection of data under all conditions.
Micron assumes no liability for lost, stolen or corrupted data arising from the use of any Micron product, including those products
that incorporate any of the mentioned security features. Products are warranted only to meet Micron’s production data sheet
specifications. Products, programs and specifications are subject to change without notice. Dates are estimates only. All data and
statements within this document were developed by Micron with cooperation of the vendors used. All vendors have reviewed the
content for accuracy. Rev A 11/2020 CCM004-676576390-11507
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